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About This Guide




   SUSE® OpenStack Cloud is an open source software solution that provides the
  fundamental capabilities to deploy and manage a cloud infrastructure
  based on SUSE Linux Enterprise. SUSE OpenStack Cloud is powered by OpenStack, the leading
  community-driven, open source cloud infrastructure project. It seamlessly
  manages and provisions workloads across a heterogeneous cloud environment
  in a secure, compliant, and fully-supported manner. The product tightly
  integrates with other SUSE technologies and with the SUSE maintenance
  and support infrastructure.
 

  In SUSE OpenStack Cloud, there are several different high-level user roles:
 
	SUSE OpenStack Cloud Operator
	
     Installs and deploys SUSE OpenStack Cloud on bare-metal, then
     installs the operating system and the OpenStack components. For detailed
     information about the operator's tasks and how to solve them, refer
     to SUSE OpenStack Cloud Deployment Guide.
    

	SUSE OpenStack Cloud Administrator
	
     Manages projects, users, images, flavors, and quotas within
     SUSE OpenStack Cloud.  For detailed information about the administrator's
     tasks and how to solve them, refer to the OpenStackAdministrator Guide and the
     SUSE OpenStack Cloud Supplement to Administrator Guide and End User Guide.
    

	SUSE OpenStack Cloud User
	
     End user who launches and manages instances, creates snapshots, and
     uses volumes for persistent storage within SUSE OpenStack Cloud. For detailed
     information about the user's tasks and how to solve them, refer to
     OpenStackEnd User Guide and the SUSE OpenStack Cloud Supplement to Administrator Guide and End User Guide.
    




  This guide provides cloud operators with the information needed to deploy
  and maintain SUSE OpenStack Cloud administrative units, the Administration Server, the
  Control Nodes, and the Compute and Storage Nodes. The Administration Server
  provides all services needed to manage and deploy all other nodes in the
  cloud. The Control Node hosts all OpenStack components needed to operate
  virtual machines deployed on the Compute Nodes in the SUSE OpenStack Cloud. Each
  virtual machine (instance) started in the cloud will be hosted on one
  of the Compute Nodes. Object storage is managed by the Storage Nodes.

 

  Many chapters in this manual contain links to additional documentation
  resources. These include additional documentation that is available on the
  system, and documentation available on the Internet.
 

  For an overview of the documentation available for your product and the
  latest documentation updates, refer to
  http://www.suse.com/documentation.
 
Available Documentation



Online Documentation and Latest Updates

  Documentation for our products is available at
  http://www.suse.com/documentation/, where you can also
  find the latest updates, and browse or download the documentation in various formats.
 
 


  In addition, the product documentation
  is usually available in your installed system under
  /usr/share/doc/manual. You can also access the
  product-specific manuals and the upstream documentation from
  the Help links in the graphical Web interfaces.
 
The following documentation is available for this product:
 
	
            Deployment Guide
          
	
     Gives an introduction to the SUSE® OpenStack Cloud architecture, lists
     the requirements, and describes how to set up, deploy, and maintain the
     individual components. Also contains information about troubleshooting,
     support, and a glossary listing the most important terms and concepts
     for SUSE OpenStack Cloud.
    

	
            Administrator Guide
          
	
     Introduces the OpenStack services and their components.
    

     Also guides you through tasks like managing images, roles, instances, flavors,
     volumes, shares, quotas, host aggregates, and viewing cloud resources. To
     complete these tasks, use either the graphical Web interface (OpenStack Dashboard,
     code name Horizon) or the OpenStack command line clients.
    

	
            End User Guide
          
	
     Describes how to manage images, instances, networks, object containers,
     volumes, shares, stacks, and databases. To complete these tasks, use either the graphical Web interface (OpenStack Dashboard, code name
     Horizon) or the OpenStack command line clients.
    

	
            Supplement to Administrator Guide and End User Guide
          
	
     A supplement to the SUSE OpenStack Cloud Administrator Guide and
     SUSE OpenStack Cloud End User Guide. It contains additional information for
     admins and end users that is specific to SUSE OpenStack Cloud.
    

	
            Overview
          
	
     A manual introducing SUSE OpenStack Cloud Monitoring. It is written for
     everybody interested in SUSE OpenStack Cloud Monitoring.
    

	
            OpenStack Operator's Guide
          
	A manual for SUSE OpenStack Cloud operators describing how to prepare their
     OpenStack platform for SUSE OpenStack Cloud Monitoring. The manual also describes
     how the operators use SUSE OpenStack Cloud Monitoring for monitoring their OpenStack
     services.
     

	
            Monitoring Service Operator's Guide
          
	A manual for system operators describing how to operate SUSE OpenStack Cloud
     Monitoring. The manual also describes how the operators can use
     SUSE OpenStack Cloud Monitoring for monitoring their environment.
    





Feedback




  Several feedback channels are available:
 
	Services and Support Options
	
     For services and support options available for your product, refer to
     http://www.suse.com/support/.
    

	User Comments/Bug Reports
	
     We want to hear your comments about and suggestions for this manual and
     the other documentation included with this product. If you are reading the
     HTML version of this guide, use the Comments feature at the bottom of each page
     in the online documentation
     at http://www.suse.com/documentation/.
    
If you are reading the single-page HTML version of this guide, you can
     use the Report Bug link next to each section to open
     a bug report at https://bugzilla.suse.com/. A user
    account is needed for this.

	Mail
	
     For feedback on the documentation of this product, you can also send a
     mail to doc-team@suse.com. Make sure to include the
     document title, the product version, and the publication date of the
     documentation. To report errors or suggest enhancements, provide a
     concise description of the problem and refer to the respective section
     number and page (or URL).
    




Documentation Conventions




  The following notices and typographical conventions are used
  in this documentation:
 
	Warning

    Vital information you must be aware of before proceeding. Warns you about
    security issues, potential loss of data, damage to hardware, or physical
    hazards.
   

Important

    Important information you should be aware of before proceeding.
   

Note

    Additional information, for example about differences in software
    versions.
   

Tip

    Helpful information, like a guideline or a piece of practical advice.
   


	
            tux > 
            command
          

    Commands that can be run by any user, including the root user.
   

	
            root # 
            command
          

    Commands that must be run with root privileges. Often you
    can also prefix these commands with the sudo command to
    run them.
   

	/etc/passwd: directory names and file names
   

	PLACEHOLDER: replace
    PLACEHOLDER with the actual value
   

	PATH: the environment variable PATH
   

	ls, --help: commands, options, and
    parameters
   

	user: users or groups
   

	Alt, Alt+F1: a key to press or a key combination;
    keys are shown in uppercase as on a keyboard
   

	File, File+Save As: menu items, buttons
   

	
    This paragraph is only relevant for the AMD64/Intel 64 architecture. The
    arrows mark the beginning and the end of the text block.
   

    This paragraph is only relevant for the architectures
    z Systems and POWER. The arrows
    mark the beginning and the end of the text block.
   

	Dancing Penguins (Chapter
    Penguins, ↑Another Manual): This is a
    reference to a chapter in another manual.
   




About the Making of This Manual




   This documentation is written in SUSEDoc, a subset of DocBook 5. The XML source
   files were validated by jing, processed by
   xsltproc, and converted into XSL-FO using a customized
   version of Norman Walsh's stylesheets. The final PDF is formatted through
   FOP from Apache Software Foundation. The open source tools
   and the environment used to build this documentation are provided by the
   DocBook Authoring and Publishing Suite (DAPS). The project's home page can
   be found at https://github.com/openSUSE/daps.
  

   The XML source code of this documentation can be found at https://github.com/SUSE-Cloud/doc-cloud.
  

Part I. Architecture and Requirements




Chapter 1. The SUSE OpenStack Cloud Architecture

Abstract

    SUSE OpenStack Cloud is a managed cloud infrastructure solution that provides a full stack of cloud deployment and management services.
   





  SUSE OpenStack Cloud  7 provides the following features:
 
	
    Open source software that is based on the OpenStack Newton
    release.
   

	
    Centralized resource tracking providing insight into activities and
    capacity of the cloud infrastructure for optimized automated deployment
    of services.
   

	
    A self-service portal enabling end users to configure and deploy
    services as necessary, and to track resource
    consumption (Horizon).
   

	
    An image repository from which standardized, pre-configured virtual
    machines are published (Glance).
   

	
    Automated installation processes via Crowbar using pre-defined scripts
    for configuring and deploying the Control Node(s) and Compute
    and Storage Nodes.
   

	
    Multi-tenant, role-based provisioning and access control for multiple
    departments and users within your organization.
   

	
    APIs enabling the integration of third-party software, such as identity
    management and billing solutions.
   

	
    Heterogeneous hypervisor support (Xen and KVM).
   

	
    An optional monitoring as a service solution, that allows to manage, track,
    and optimize the cloud infrastructure and the services provided to end
    users (SUSE OpenStack Cloud Monitoring, Monasca).
   




  SUSE OpenStack Cloud is based on SUSE Linux Enterprise Server, OpenStack, Crowbar, and
  Chef. SUSE Linux Enterprise Server is the underlying operating system for all
  cloud infrastructure machines (also called nodes). The cloud management layer,
  OpenStack, works as the “Cloud Operating
  System”. Crowbar and Chef automatically deploy
  and manage the OpenStack nodes from a central Administration Server.
 
Figure 1.1. SUSE OpenStack Cloud Infrastructure
[image: SUSE OpenStack Cloud Infrastructure]



  SUSE OpenStack Cloud is deployed to four different types of machines:
 
	
    one Administration Server for node deployment and management
   

	
    one or more Control Nodes hosting the cloud management services
   

	
    several Compute Nodes on which the instances are started
   

	
    several Monitoring Node for monitoring services and servers.
   

	
    one 
   



The Administration Server




   The Administration Server provides all services needed to manage and deploy all
   other nodes in the cloud. Most of these services are provided by the
   Crowbar tool that—together with Chef—automates all the
   required installation and configuration tasks. Among the services
   provided by the server are DHCP, DNS, NTP, PXE, and TFTP.
  
[image: The Administration Server]


   The Administration Server also hosts the software repositories for SUSE Linux Enterprise Server and
   SUSE OpenStack Cloud, which are needed for node deployment. If no other
   sources for the software repositories are available, it can host the Subscription Management Tool (SMT), providing up-to-date repositories
   with updates and patches for all nodes.
  


The Control Node(s)




   The Control Node(s) hosts all OpenStack components needed to
   orchestrate virtual machines deployed on the Compute Nodes in the
   SUSE OpenStack Cloud. OpenStack on SUSE OpenStack Cloud uses a PostgreSQL database,
   which is hosted on the Control Node(s). The following OpenStack
   components—if deployed—run on the Control Node(s):
  
	
     PostgreSQL database.
    

	
     Image (Glance) for managing virtual images.
    

	
     Identity (Keystone), providing authentication and authorization
     for all OpenStack components.
    

	
     Networking (Neutron), providing “networking as a
     service” between interface devices managed by other OpenStack
     services.
    

	
     Block Storage (Cinder), providing block storage.
    

	OpenStack Dashboard (Horizon), providing the Dashboard,
     a user Web interface for the OpenStack components.
    

	
     Compute (Nova) management (Nova controller) including API and
     scheduler.
    

	
     Message broker (RabbitMQ).
    

	
     Swift proxy server plus dispersion tools (health monitor) and
     Swift ring (index of objects, replicas, and
     devices). Swift provides object storage.
    

	
     Ceph master cluster monitor (Calamari), which must be deployed on a
     dedicated node.
    

	
     Hawk, a monitor for a pacemaker cluster (HA setup).
    

	
     Heat, an orchestration engine.
    

	
     Ceilometer server and agents. Ceilometer collects CPU and networking data
     for billing purposes.
    

	
     Trove, a Database-as-a-Service, which must be deployed on a
     dedicated node.
    

	
     Ironic, the OpenStack bare metal service for provisioning physical machines.
    




   A single Control Node can become a performance bottleneck because it runs a lot of services from a central point in the SUSE OpenStack Cloud architecture. This is especially true for large SUSE OpenStack Cloud deployments. You can distribute the services listed above on more than one Control Node, and even run each service on its own node.
  

   We recommend deploying certain parts of Networking (Neutron) on separate nodes for production clouds. See
   the section called “Deploying Neutron” for details.
  

   You can separate authentication and authorization services from other cloud services, for stronger security, by hosting Identity (Keystone) on a separate node. Hosting Block Storage (Cinder,
   particularly the cinder-volume role) on a separate node when using local disks for storage enables you to customize your storage and network hardware to best meet your requirements. Trove, the
   Database-as-a-Service for SUSE OpenStack Cloud and Calamari, the server for Ceph management and
   monitoring, must always be deployed on dedicated Control Nodes.
  
Moving Services in an Existing Setup

    If you plan to move a service from one Control Node to another, we strongly recommended shutting down or saving all instances before doing so. Restart
    them after having successfully re-deployed the services. Moving
    services also requires stopping them manually on the original
    Control Node.


   


The Compute Nodes




   The Compute Nodes are the pool of machines on which your instances
   are running. These machines need to be equipped with a sufficient number
   of CPUs and enough RAM to start several instances. They also need to
   provide sufficient hard disk space, see
   the section called “Compute Nodes” for details. The
   Control Node distributes instances within the pool of
   Compute Nodes and provides them with the necessary network resources. The
   OpenStack component Compute (Nova) runs on the Compute Nodes and
   provides the means for setting up, starting, and stopping virtual machines.
  

   SUSE OpenStack Cloud supports several hypervisors, including KVM, VMware
   vSphere, and Xen. Each image that is started with an instance is
   bound to one hypervisor. Each Compute Node can only run one hypervisor
   at a time. You will choose which hypervisor to run on each Compute Node
   when deploying the Nova barclamp.
  

The Storage Nodes




   The Storage Nodes are the pool of machines providing object or block
   storage. Object storage is provided by the OpenStack Swift component,
   while block storage is provided by Cinder. The latter supports several
   back-ends, including Ceph, that are deployed during the
   installation. Deploying Swift and Ceph is optional.
  

The Monitoring Node



      
The Monitoring Node is the node that has the monasca-server role assigned.
It hosts most services needed for SUSE OpenStack Cloud
Monitoring, our Monasca-based monitoring and logging solution. The following
services run on this node:

	Monitoring API
	
          The Monasca Web API that is used for sending metrics by Monasca agents, and
  retrieving metrics with the Monasca command line client and the Monasca Grafana dashboard.
      

	Message Queue
	
         A Kafka instance used exclusively by SUSE OpenStack Cloud Monitoring.
      

	Persister
	
         Stores metrics and alarms in InfluxDB.
      

	Notification Engine
	
         Consumes alarms sent by the Threshold Engine and sends 
notifications (e.g. via email).
      

	Threshold Engine
	
         Based on Apache Storm. Computes thresholds on metrics and handles alarming. 
      

	Metrics and Alarms Database
	
         An InfluxDB database for storing metrics alarm history.
      

	Config Database
	
         A dedicated MariaDB instance used only for monitoring related data.
      

	Log API
	
         The Monasca Web API that is used for sending log entries by Monasca agents, and
  retrieving log entries with the Kibana Server. 
      

	Log Transformer
	
         Transforms raw log entries sent to the Log API into a format 
suitable for storage.
      

	Log Metrics
	
         Sends metrics about high severity log messages to the Monitoring API.
      

	Log Persister
	
         Stores logs processed by Monasca Log Transformer in the Log Database.
      

	Kibana Server
	
         A graphical web frontend for querying the Log Database.
      

	Log Database
	
         An Elasticsearch database for storing logs.
      

	Zookeeper
	
         Cluster synchronization for Kafka and Storm.
      




Currently there can only be one Monitoring node. Clustering support is
planned for a future release. We strongly recommend using a dedicated physical
node without any other services as a Monitoring Node.


HA Setup




   A failure of components in SUSE OpenStack Cloud can lead to system downtime
   and data loss. To prevent this, set up a High Availability (HA) cluster
   consisting of several nodes. You can assign certain roles to this cluster
   instead of assigning them to individual nodes. As of SUSE OpenStack Cloud
   7, Control Nodes and Compute Nodes can be made highly available.
  

   For all HA-enabled roles, their respective functions are automatically
   handled by the clustering software SUSE Linux Enterprise High Availability Extension. The High Availability Extension uses
   the Pacemaker cluster stack with Pacemaker as cluster resource manager,
   and Corosync as the messaging/infrastructure layer.
  

   View the cluster status and configuration with the cluster
   management tools HA Web Console (Hawk) or the
   crm shell.
  
Do Not Change the Configuration

    Use the cluster management tools only for viewing.
    All of the clustering configuration is done automatically via Crowbar
    and Chef. If you change anything via the cluster management tools
    you risk breaking the cluster. Changes done there may be reverted by the
    next run of Chef anyway.
   


   A failure of the OpenStack infrastructure services (running on the
   Control Nodes) can be critical and may cause downtime within the cloud. For more information on making those services highly-available and avoiding other potential points of
   failure in your cloud setup, refer to the section called “High Availability”.
  

Chapter 2. Considerations and Requirements

Abstract

    Before deploying SUSE OpenStack Cloud, there are some requirements to meet and architectural decisions to make. Read this
    chapter thoroughly first, as some decisions need to be made before
    deploying SUSE OpenStack Cloud, and you cannot change them afterward.
   




Network




   SUSE OpenStack Cloud requires a complex network setup consisting of several
   networks that are configured during installation. These networks are for
   exclusive cloud usage. You need a router to access them from an existing network.
  

   The network configuration on the nodes in the SUSE OpenStack Cloud network is
   entirely controlled by Crowbar. Any network configuration not created with
   Crowbar (for example, with YaST) will automatically be
   overwritten. After the cloud is deployed, network settings cannot be
   changed.
  
Figure 2.1. SUSE OpenStack Cloud Network: Overview
[image: SUSE OpenStack Cloud Network: Overview]



   The following networks are pre-defined when setting up SUSE OpenStack Cloud.
   The IP addresses listed are the default addresses and can be changed
   using the YaST Crowbar module (see
   Chapter 7, Crowbar Setup). It is also possible to
   customize the network setup by manually editing
   the network barclamp template. See
   the section called “Custom Network Configuration” for detailed instructions.
  
	
     Admin Network (192.168.124/24)
    
	
      A private network to access the Administration Server and all nodes for
      administration purposes. The default setup also allows access to the
      BMC (Baseboard Management Controller) data via IPMI (Intelligent
      Platform Management Interface) from this network. If required, BMC
      access can be swapped to a separate network.
     

      You have the following options for controlling access to this network:
     
	
        Do not allow access from the outside and keep the admin network
        completely separated.
       

	
        Allow access to the Administration Server from a single network (for example,
        your company's administration network) via the “bastion
        network” option configured on an additional network card with
        a fixed IP address.
       

	
        Allow access from one or more networks via a gateway.
       




	
     Storage Network (192.168.125/24)
    
	
      Private SUSE OpenStack Cloud internal virtual network. This network is used by
      Ceph and Swift only. It should not be accessed by
      users.
     

	
     Private Network (nova-fixed, 192.168.123/24)
    
	
      Private SUSE OpenStack Cloud internal virtual network. This network is used for
      inter-instance communication and provides access to the outside
      world for the instances. The required gateway is automatically provided by SUSE OpenStack Cloud.
     

	
     Public Network (nova-floating, public, 192.168.126/24)
    
	
      The only public network provided by SUSE OpenStack Cloud. You can access the
      Nova Dashboard and all instances (provided they have been equipped
      with floating IP addresses) on this network. This network can only be accessed
      via a gateway, which must be provided externally. All SUSE OpenStack Cloud
      users and administrators must have access to the public network.
     

	
     Software Defined Network (os_sdn, 192.168.130/24)
    
	
      Private SUSE OpenStack Cloud internal virtual network. This network is used
      when Neutron is configured to use openvswitch with
      GRE tunneling for the virtual networks. It should
      not be accessible to users.
     

	The Monasca Monitoring Network
	
      The Monasca monitoring node needs to have an interface on both the
      admin network and the public network. Monasca's backend services will
      listen on the admin network, the API services
      (openstack-monasca-api,
      openstack-monasca-log-api) will listen on all
      interfaces. openstack-monasca-agent and
      openstack-monasca-log-agent will send their logs
      and metrics to the
      monasca-api/monasca-log-api
      services to the monitoring node's public network IP address.
     



Protect Networks from External Access

    For security reasons, protect the following networks from external
    access:
   
	
                
     Admin Network (192.168.124/24)
    
              

	
                
     Storage Network (192.168.125/24)
    
              

	
                
     Software Defined Network (os_sdn, 192.168.130/24)
    
              




    Especially traffic from the cloud instances must not be able to pass
    through these networks.
   

VLAN Settings

    As of SUSE OpenStack Cloud 7, using a VLAN for the admin network is
    only supported on a native/untagged VLAN. If you need VLAN support for the
    admin network, it must be handled at switch level.
   

    When changing the network configuration with YaST or by editing
    /etc/crowbar/network.json you can define VLAN
    settings for each network. For the networks nova-fixed
    and nova-floating, however, special rules apply:
   
nova-fixed: The USE
    VLAN setting will be ignored. However, VLANs will automatically
    be used if deploying Neutron with VLAN support (using the plugins
    linuxbridge, openvswitch plus VLAN, or cisco plus VLAN). In this case, you
    need to specify a correct VLAN ID for this network.
   
nova-floating: When using a VLAN for
    nova-floating (which is the default), the USE
    VLAN and VLAN ID settings for
    nova-floating and public must be
    the same. When not using a VLAN for nova-floating, it
    must have a different physical network interface than the
    nova_fixed network.
   

No IPv6 Support

    As of SUSE OpenStack Cloud 7, IPv6 is not supported. This
    applies to the cloud internal networks and to the instances.
   


   The following diagram shows the pre-defined SUSE OpenStack Cloud network in more
   detail. It demonstrates how the OpenStack nodes and services use the
   different networks.
  
Figure 2.2. SUSE OpenStack Cloud Network: Details
[image: SUSE OpenStack Cloud Network: Details]


Network Address Allocation




    The default networks set up in SUSE OpenStack Cloud are class C networks with 256
    IP addresses each. This limits the maximum number of instances that
    can be started simultaneously. Addresses within the networks are
    allocated as outlined in the following table. Use the YaST
    Crowbar module to make customizations (see
    Chapter 7, Crowbar Setup). The last address in the IP address
    range of each network is always reserved as the broadcast address. This
    assignment cannot be changed.
   
For an overview of the minimum number of IP addresses needed for each
    of the ranges in the network settings, see Table 2.1, “Minimum Number of IP Addresses for Network Ranges”.
   
Table 2.1. Minimum Number of IP Addresses for Network Ranges
	
                    
         Network
        

                  	
                    
         Required Number of IP addresses
        

                  
	
                    
         Admin Network
        

                  	
                    	1 IP address per node (Administration Server, Control Nodes, and
           Compute Nodes)

	1 VIP address for PostgreSQL

	1 VIP address for RabbitMQ

	1 VIP address per cluster (per Pacemaker barclamp proposal)




                  
	
                    
         Public Network
        

                  	
                    	1 IP address per node (Control Nodes and Compute Nodes)

	1 VIP address per cluster




                  
	
                    
         BMC Network
        

                  	
                    	1 IP address per node (Administration Server, Control Nodes, and
           Compute Nodes)




                  
	
                    
         Software Defined Network
        

                  	
                    	1 IP address per node (Control Nodes and
           Compute Nodes)




                  



Limitations of the Default Network Proposal

     The default network proposal as described below limits the maximum
     number of Compute Nodes to 80, the maximum number of floating IP
     addresses to 61 and the maximum number of addresses in the nova_fixed
     network to 204.
    

     To overcome these limitations you need to reconfigure the network setup
     by using appropriate address ranges. Do this by either using the
     YaST Crowbar module as described in
     Chapter 7, Crowbar Setup, or by manually editing the
     network template file as described in
     the section called “Custom Network Configuration”.
    

Table 2.2. 192.168.124.0/24 (Admin/BMC) Network Address Allocation
	
                    
         Function
        

                  	
                    
         Address
        

                  	
                    
         Remark
        

                  
	
                    
         router
        

                  	
                    
                      192.168.124.1
                    

                  	
                    
         Provided externally.
        

                  
	
                    
         admin
        

                  	
                    192.168.124.10 -
         192.168.124.11

                  	
                    
         Fixed addresses reserved for the Administration Server.
        

                  
	
                    
         DHCP
        

                  	
                    192.168.124.21 -
         192.168.124.80

                  	
                    
         Address range reserved for node allocation/installation. Determines
         the maximum number of parallel allocations/installations.
        

                  
	
                    
         host
        

                  	
                    192.168.124.81 -
         192.168.124.160

                  	
                    
         Fixed addresses for the OpenStack nodes. Determines the maximum
         number of OpenStack nodes that can be deployed.
        

                  
	
                    
         bmc vlan host
        

                  	
                    
                      192.168.124.161
                    

                  	
                    
         Fixed address for the BMC VLAN. Used to generate a VLAN tagged
         interface on the Administration Server that can access the BMC
         network. The BMC VLAN must be in the same ranges as BMC, and
         BMC must have VLAN enabled.
        

                  
	
                    
         bmc host
        

                  	
                    192.168.124.162 -
         192.168.124.240

                  	
                    
         Fixed addresses for the OpenStack nodes. Determines the maximum
         number of OpenStack nodes that can be deployed.
        

                  
	
                    
         switch
        

                  	
                    192.168.124.241 -
         192.168.124.250

                  	
                    
         This range is not used in current releases and might be removed in
         the future.
        

                  



Table 2.3. 192.168.125/24 (Storage) Network Address Allocation
	
                    
         Function
        

                  	
                    
         Address
        

                  	
                    
         Remark
        

                  
	
                    
         host
        

                  	
                    192.168.125.10 -
         192.168.125.239

                  	
                    
         Each Storage Node will get an address from this range.
        

                  



Table 2.4. 192.168.123/24 (Private Network/nova-fixed) Network Address Allocation
	
                    
         Function
        

                  	
                    
         Address
        

                  	
                    
         Remark
        

                  
	
                    
         DHCP
        

                  	
                    192.168.123.1 -
         192.168.123.254

                  	
                    
         Address range for instances, routers and DHCP/DNS agents.
        

                  



Table 2.5. 192.168.126/24 (Public Network nova-floating, public) Network Address Allocation
	
                    
         Function
        

                  	
                    
         Address
        

                  	
                    
         Remark
        

                  
	
                    
         router
        

                  	
                    
                      192.168.126.1
                    

                  	
                    
         Provided externally.
        

                  
	
                    
         public host
        

                  	
                    192.168.126.2 -
         192.168.126.127

                  	
                    
         Public address range for external SUSE OpenStack Cloud components such as the
         OpenStack Dashboard or the API.
        

                  
	
                    
         floating host
        

                  	
                    192.168.126.129 -
         192.168.126.254

                  	
                    
         Floating IP address range. Floating IP addresses can be manually assigned to
         a running instance to allow to access the guest from the
         outside. Determines the maximum number of instances that can
         concurrently be accessed from the outside.
        

                    
         The nova_floating network is set up with a netmask of
         255.255.255.192, allowing a maximum number of 61 IP addresses. This
         range is pre-allocated by default and managed by Neutron.
        

                  



Table 2.6. 192.168.130/24 (Software Defined Network) Network Address Allocation
	
                    
         Function
        

                  	
                    
         Address
        

                  	
                    
         Remark
        

                  
	
                    
         host
        

                  	
                    192.168.130.10 -
         192.168.130.254

                  	
                    
         If Neutron is configured with openvswitch
         and gre, each network node and all
         Compute Nodes will get an IP address from this range.
        

                  



Addresses for Additional Servers

     Addresses not used in the ranges mentioned above can be used to add
     additional servers with static addresses to SUSE OpenStack Cloud. Such servers
     can be used to provide additional services. A SUSE Manager server
     inside SUSE OpenStack Cloud, for example, must be configured using one of
     these addresses.
    


Network Modes




    SUSE OpenStack Cloud supports different network modes defined in Crowbar: single, dual, and
    team. As of SUSE OpenStack Cloud 7, the networking mode
    is applied to all nodes and the Administration Server. That means that all
    machines need to meet the hardware requirements for the chosen mode. The
    network mode can be configured using the YaST Crowbar module
    (Chapter 7, Crowbar Setup). The network mode cannot
    be changed after the cloud is deployed.
   

    Other, more flexible network mode setups can be configured by manually
    editing the Crowbar network configuration files. See the section called “Custom Network Configuration” for more information. SUSE or a
    partner can assist you in creating a custom setup within the scope of a
    consulting services agreement (see http://www.suse.com/consulting/ for more information on
    SUSE consulting).
   
Network Device Bonding is Required for HA
Network device bonding is required for an HA setup of
     SUSE OpenStack Cloud. If you are planning to move your cloud to an
     HA setup at a later point in time, make sure to use a network
     mode in the YaST Crowbar that supports network device bonding.
Otherwise a migration to an HA setup is not supported.

Single Network Mode




     In single mode you use one Ethernet card for all the traffic:
    
[image: Single Network Mode]


Dual Network Mode




     Dual mode needs two Ethernet cards (on all nodes but Administration Server) to completely separate traffic between the Admin Network and the public network:
    
[image: Dual Network Mode]


Team Network Mode




     Team mode is similar to single mode, except that you
     combine several Ethernet cards to a “bond” (network device
     bonding). Team mode needs two or more Ethernet cards.
    
[image: Team Network Mode]


     When using team mode, you must choose a “bonding
     policy” that defines how to use the combined Ethernet cards. You
     can either set them up for fault tolerance, performance (load balancing),
     or a combination of both.
    


Accessing the Administration Server via a Bastion Network




    Enabling access to the Administration Server from another network requires an external gateway. This option offers
    maximum flexibility, but requires additional hardware and may be less
    secure than you require. Therefore SUSE OpenStack Cloud offers a second option for
    accessing the Administration Server: the bastion network. You only need a
    dedicated Ethernet card and a static IP address from the external
    network to set it up.
   

    The bastion network setup (see the section called “Setting Up a Bastion Network” for setup instructions)
    enables logging in to the Administration Server via SSH from the company network. A
    direct login to other nodes in the cloud is not possible. However, the
    Administration Server can act as a “jump host”: First
    log in to the Administration Server via SSH, then log in via SSH to
    other nodes.
   

DNS and Host Names




    The Administration Server acts as a name server for all nodes in the cloud. If
    the Administration Server has access to the outside, then you can add additional
    name servers that are automatically used to forward requests. If
    additional name servers are found on your cloud deployment, the name server
    on the Administration Server is automatically configured to forward requests
    for non-local records to these servers.
   

    The Administration Server must have a fully qualified host
    name. The domain name you specify is used for the DNS zone. It is
    required to use a sub-domain such as
    cloud.example.com. The Administration Server
    must have authority over the domain it is on so that it can
    create records for discovered nodes. As a result, it will not forward
    requests for names it cannot resolve in this domain, and thus cannot
    resolve names for the second-level domain, .e.g. example.com, other
    than for nodes in the cloud.
   

    This host name must not be changed after SUSE OpenStack Cloud has been deployed.
    The OpenStack nodes are named after their MAC address by default,
    but you can provide aliases, which are easier to remember when
    allocating the nodes. The aliases for the OpenStack nodes can be
    changed at any time. It is useful to have a list of MAC addresses and
    the intended use of the corresponding host at hand when deploying the
    OpenStack nodes.
   



Persistent Storage




   When talking about “persistent storage” on SUSE OpenStack Cloud,
   there are two completely different aspects to discuss: 1) the block and
   object storage services SUSE OpenStack Cloud offers, 2) the
   hardware related storage aspects on the different node types.
  
Persistent vs. Ephemeral Storage

    Block and object storage are persistent storage models where files or
    images are stored until they are explicitly deleted. SUSE OpenStack Cloud also
    offers ephemeral storage for images attached to instances. These
    ephemeral images only exist during the life of an instance and are
    deleted when the guest is terminated. See
    the section called “Compute Nodes” for more
    information.
   

Cloud Storage Services




    SUSE OpenStack Cloud offers two different types of services
    for persistent storage: object and block storage. Object storage lets
    you upload and download files (similar to an FTP server), whereas a
    block storage provides mountable devices (similar to a hard disk
    partition). SUSE OpenStack Cloud provides a repository to store the
    virtual disk images used to start instances.
   
	Object Storage with Swift
	
       The OpenStack object storage service is called Swift. The
       storage component of Swift (swift-storage) must be
       deployed on dedicated nodes where no other cloud services run. Deploy at
       least two Swift nodes to provide redundant storage. SUSE OpenStack Cloud is configured to
       always use all unused disks on a node for storage.
      

       Swift can optionally be used by Glance, the service
       that manages the images used to boot the instances. Offering
       object storage with Swift is optional.
      

	Block Storage
	
       Block storage on SUSE OpenStack Cloud is provided by Cinder.
       Cinder can use a variety of storage back-ends, including
       network storage solutions like NetApp or EMC. It is also possible to
       use local disks for block storage. A list of drivers available for
       Cinder and the features supported for each driver is
       available from the CinderSupportMatrix at
       https://wiki.openstack.org/wiki/CinderSupportMatrix.
       SUSE OpenStack Cloud 7 ships with OpenStack
       Newton.
      

       Alternatively, Cinder can use Ceph RBD as a back-end.  Ceph
       offers data security and speed by storing the devices redundantly on
       different servers. Ceph needs to be deployed on dedicated nodes where
       no other cloud services run, and requires at least four dedicated
       nodes.  If you deploy the optional Calamari server for Ceph management
       and monitoring, you need an additional dedicated node.
      

	The Glance Image Repository
	
       Glance provides a catalog and repository for virtual disk images
       used to start the instances. Glance is installed on a
       Control Node. It uses Swift, Ceph, or a
       directory on the Control Node to store the images. The image
       directory can either be a local directory or an NFS share.
      




Storage Hardware Requirements




    Each node in SUSE OpenStack Cloud needs sufficient disk space to store both the operating system and  additional data.
    Requirements and recommendations for the various node types are listed
    below.
   
Choose a Hard Disk for the Operating System Installation

     The operating system will always be installed on the
     first hard disk. This is the disk that is listed
     first in the BIOS, the one from which the machine
     will boot. Make sure that the hard disk the operating system is installed on will be recognized as the first disk.
    

Administration Server




     If you store the update repositories directly on the Administration Server (see
     the section called “Product and Update Repositories”), we recommend mounting /srv on a separate partition or volume with a minimum of 30 GB space.
    

     Log files from all nodes in SUSE OpenStack Cloud are stored on the Administration Server
     under /var/log (see
     the section called “On the Administration Server” for a complete list).
     The message service RabbitMQ requires 1 GB of free space
     in /var.
    

Control Nodes




     Depending on how the services are set up, Glance and
     Cinder may require additional disk space on the
     Control Node on which they are running. Glance may be configured
     to use a local directory, whereas Cinder may use a local
     image file for storage. For performance and scalability reasons this is
     only recommended for test setups. Make sure there is sufficient free
     disk space available if you use a local file for storage.
    

     Cinder may be configured to use local disks for storage (configuration option raw). If you choose this setup, we recommend deploying the cinder-volume role to one or more dedicated Control Nodes. Those should be equipped with several disks providing sufficient storage space. It may also be necessary to equip this node with two or more bonded network cards, since it will generate heavy network traffic. Bonded network cards require a special setup for this node. For details, refer to the section called “Custom Network Configuration”.
    

     Live migration for Xen instances requires exporting /var/lib/nova/instances on the Control Node hosting nova-controller. This directory will host a copy of the root disk of all Xen instances in the cloud and needs to have sufficient disk space. We strongly recommended using a separate block device for this directory, preferably a RAID device to ensure data security.
    

Compute Nodes




     Unless an instance is started via “Boot from Volume”, it is started with at least one disk, which is a copy of the image from which it has been started. Depending on the flavor you start, the instance may also have a second, so-called “ephemeral”
     disk. The size of the root disk depends on the image itself.
     Ephemeral disks are always created as sparse image files that grow up
     to a defined size as they are “filled”. By default
     ephemeral disks have a size of 10 GB.
    

     Both disks, root images and ephemeral disk, are directly bound to the
     instance and are deleted when the instance is terminated.
     These disks are bound to the Compute Node on which the
     instance has been started. The disks are created under
     /var/lib/nova on the Compute Node. Your
     Compute Nodes should be equipped with enough disk space to store the
     root images and ephemeral disks.
    
Ephemeral Disks vs. Block Storage

      Do not confuse ephemeral disks with persistent block storage. In
      addition to an ephemeral disk, which is automatically provided with
      most instance flavors, you can optionally add a persistent storage
      device provided by Cinder. Ephemeral disks are deleted when
      the instance terminates, while persistent storage devices can be
      reused in another instance.
     


     The maximum disk space required on a compute node depends on the
     available flavors. A flavor specifies the number of CPUs, RAM, and disk
     size of an instance. Several flavors ranging from
     tiny (1 CPU, 512 MB RAM, no ephemeral disk) to
     xlarge (8 CPUs, 8 GB RAM, 10 GB ephemeral disk) are
     available by default. Adding custom flavors, and editing and deleting
     existing flavors is also supported.
    

     To calculate the minimum disk space needed on a compute node, you need
     to determine the highest disk-space-to-RAM ratio from your flavors.
     For example:
    
	
      Flavor small: 2 GB RAM, 100 GB ephemeral disk => 50 GB disk /1 GB RAM
     
	
      Flavor large: 8 GB RAM, 200 GB ephemeral disk => 25 GB disk /1 GB RAM
     


     So, 50 GB disk /1 GB RAM is the ratio that matters. If you multiply
     that value by the amount of RAM in GB available on your compute node,
     you have the minimum disk space required by ephemeral disks. Pad that
     value with sufficient space for the root disks plus a buffer to leave room for flavors with a higher disk-space-to-RAM ratio in
     the future.
    
Overcommitting Disk Space

      The scheduler that decides in which node an instance is started
      does not check for available disk space. If there is no disk space
      left on a compute node, this will not only cause data loss on the
      instances, but the compute node itself will also stop operating.
      Therefore you must make sure all compute nodes are equipped with
      enough hard disk space.
     


Storage Nodes (optional)




     The block storage service Ceph RBD and the object storage service Swift need to be deployed onto dedicated nodes—it is not possible to mix these services. The Swift component requires at least two machines (more are recommended) to store data redundantly. Ceph requires at least four machines (more are recommended). If you are deploying the optional Calamari server for Ceph management and monitoring, you need an additional machine with moderate CPU and RAM requirements.
    

     Each Ceph/Swift Storage Node needs at least two hard disks.
     The first one will be used for the operating system installation, while
     the others can be used for storage. We recommend equipping
     the storage nodes with as many disks as possible.
    

     Using RAID on Swift storage nodes is not supported.
     Swift takes care of redundancy and replication on its own. Using
     RAID with Swift would also result in a huge performance
     penalty.
    



SSL Encryption




   Whenever non-public data travels over a network it must be encrypted.
   Encryption protects the integrity and confidentiality of data. Therefore
   you should enable SSL support when deploying SUSE OpenStack Cloud to production. (SSL
   is not enabled by default as it requires you to provide certificates.)
   The following services (and their APIs, if available) can use SSL:
  
	
     Cinder
    

	
     Horizon
    

	
     Glance
    

	
     Heat
    

	
     Keystone
    

	
     Manila
    

	
     Neutron
    

	
     Nova
    

	
     Trove
    

	
     Aodh
    

	
     Swift
    

	
     VNC
    

	
    RabbitMQ
    




   You have two options for deploying your SSL certificates. You may use a single shared certificate for all services on each node, or provide individual certificates for each service. The minimum requirement is a single certificate for the Control Node and all services installed on it.
  

   Certificates must be signed by a trusted authority. Refer to
   http://www.suse.com/documentation/sles-12/book_sle_admin/data/sec_apache2_ssl.html
   for instructions on how to create and sign them.
  
Host Names

    Each SSL certificate is issued for a certain host name and, optionally,
    for alternative host names (via the AlternativeName
    option). Each publicly available node in SUSE OpenStack Cloud has two host
    names—an internal and a public one. The SSL certificate needs
    to be issued for both internal and public names.
   

    The internal name has the following scheme:
   
dMACADDRESS.FQDN
MACADDRESS is the MAC address of the
    interface used to boot the machine via PXE. All letters are turned
    lowercase and all colons are replaced with dashes. For example,
    52-54-00-8e-ce-e3. FQDN is
    the fully qualified domain name. An example name looks like this:
   
d52-54-00-8e-ce-e3.example.com

    Unless you have entered a custom Public Name for a
    client (see the section called “Node Installation” for details),
    the public name is the same as the internal name prefixed by
    public:
   
public.d52-54-00-8e-ce-e3.example.com

    To look up the node names open the Crowbar Web interface and click the
    name of a node in the Node Dashboard. The names are
    listed as Full Name and Public
    Name.
   


Hardware Requirements




   Precise hardware requirements can only be listed for the Administration Server and
   the OpenStack Control Node. The requirements of the OpenStack
   Compute and Storage Nodes depends on the number of concurrent
   instances and their virtual hardware equipment.
  

   A minimum of three machines are required for a SUSE OpenStack Cloud:
   one Administration Server, one Control Node, and one Compute Node. You also need a gateway providing access to the public network.
   Deploying storage requires additional nodes: at least two nodes for
   Swift and a minimum of four nodes for Ceph.
  
Virtual/Physical Machines and Architecture

    Deploying SUSE OpenStack Cloud functions to virtual machines is only supported for the
    Administration Server—all other nodes need to be physical hardware. Although the
    Control Node can be virtualized in test environments, this is not
    supported for production systems.
   

    SUSE OpenStack Cloud currently only runs on x86_64 hardware.
   

Administration Server



	
      Architecture: x86_64.
     

	
      RAM: at least 4 GB, 8 GB recommended. The demand for memory depends on
      the total number of nodes in SUSE OpenStack Cloud—the higher the number of
      nodes, the more RAM is needed. A deployment with 50 nodes requires a
      minimum of 24 GB RAM for each Control Node.
     

	
      Hard disk: at least 50 GB. We recommend putting
      /srv on a separate partition with at least
      additional 30 GB of space. Alternatively, you can mount the update
      repositories from another server (see the section called “Product and Update Repositories” for details).
     

	
      Number of network cards: 1 for single and dual mode, 2 or more for
      team mode. Additional networks such as the bastion network and/or a
      separate BMC network each need an additional network card. See
      the section called “Network” for details.
     

	
      Can be deployed on physical hardware or a virtual machine.
     




Control Node



	
      Architecture: x86_64.
     

	
      RAM: at least 8 GB, 12 GB when deploying a single Control Node, and 32 GB
      recommended.
     

	
      Number of network cards: 1 for single mode, 2 for dual mode, 2 or more
      for team mode. See the section called “Network” for details.
     

	
      Hard disk: See
      the section called “Control Nodes”.
     




Compute Node




    The Compute Nodes need to be equipped with a sufficient amount of RAM
    and CPUs, matching the numbers required by the maximum number of
    instances running concurrently. An instance started in
    SUSE OpenStack Cloud cannot share resources from several physical nodes. It uses
    the resources of the node on which it was started. So if you
    offer a flavor (see Flavor for a definition)
    with 8 CPUs and 12 GB RAM, at least one of your nodes should be able to
    provide these resources. Add 1 GB RAM for every two nodes
    (including Control Nodes and Storage Nodes) deployed in your cloud.
   

    See the section called “Compute Nodes” for storage
    requirements.
   

Storage Node




    Usually a single CPU and a minimum of 4 GB RAM are sufficient for the Storage Nodes. Memory requirements increase depending on the total number of
    nodes in SUSE OpenStack Cloud—the higher the number of nodes, the more RAM you need. A deployment with 50 nodes requires a minimum of 20 GB for each
    Storage Node. If you use Ceph as storage, the storage nodes should be
    equipped with an additional 2 GB RAM per OSD (Ceph object storage
    daemon).
   

    For storage requirements, see the section called “Storage Nodes (optional)”.
   


Software Requirements




   All nodes and the Administration Server in SUSE OpenStack Cloud run on SUSE Linux Enterprise Server 12 SP2. Subscriptions for
   the following components are available as one- or three-year subscriptions
   including priority support:
  
	
     SUSE OpenStack Cloud Control Node + SUSE OpenStack Cloud Administration Server (including
     entitlements for High Availability and SUSE Linux Enterprise Server 12 SP2)
    

	
     Additional SUSE OpenStack Cloud Control Node (including
     entitlements for High Availability and SUSE Linux Enterprise Server 12 SP2)
    

	
     SUSE OpenStack Cloud Compute Node (excluding entitlements for High Availability and
     SUSE Linux Enterprise Server 12 SP2)
    

	
     SUSE OpenStack Cloud Swift node (excluding entitlements for High Availability
     and SUSE Linux Enterprise Server 12 SP2)
    




   SUSE Linux Enterprise Server 12 SP2, HA entitlements for Compute Nodes and Swift Storage Nodes, and entitlements for guest operating systems need
   to be purchased separately. Refer to
   http://www.suse.com/products/suse-openstack-cloud/how-to-buy/
   for more information on licensing and pricing.
  

   Running Ceph (optional) within SUSE OpenStack Cloud  requires an additional SUSE Enterprise Storage
   subscription. Refer to https://www.suse.com/products/suse-enterprise-storage/ and
   https://www.suse.com/products/suse-openstack-cloud/frequently-asked-questions
   for more information.
  
SUSE Account

    A SUSE account is needed for product registration and access to
    update repositories. If you do not already have one, go to
    http://www.suse.com/login to create it.
   

Optional Component: SUSE Enterprise Storage




    SUSE OpenStack Cloud can be extended by SUSE Enterprise Storage for setting up a Ceph cluster
    providing block storage services. To store virtual disks for instances, SUSE OpenStack Cloud uses block storage provided by the Cinder
    module. Cinder itself needs a back-end providing storage. In
    production environments this usually is a network storage
    solution. Cinder can use a variety of network storage back-ends, among them solutions from EMC, Fujitsu, or NetApp. In case your
    organization does not provide a network storage solution that can be used
    with SUSE OpenStack Cloud, you can set up a Ceph cluster with SUSE Enterprise Storage. SUSE Enterprise Storage
    provides a reliable and fast distributed storage architecture using
    commodity hardware platforms.
   

    Deploying SUSE Enterprise Storage (Ceph) within SUSE OpenStack Cloud is fully
    supported. Ceph nodes can be deployed using the same interface as for
    all other SUSE OpenStack Cloud components. It requires a SUSE Enterprise Storage subscription. See
    https://www.suse.com/products/suse-enterprise-storage/ for
    more information on SUSE Enterprise Storage.
   

Product and Update Repositories




    You need seven software repositories to deploy SUSE OpenStack Cloud and to keep a running SUSE OpenStack Cloud up-to-date. This includes the static product repositories, which do not change over the
    product life cycle, and the update repositories, which constantly change.
    The following repositories are needed:
   
Mandatory Repositories
	SUSE Linux Enterprise Server 12 SP2 Product
	
       The SUSE Linux Enterprise Server 12 SP2 product repository is a copy of the installation
       media (DVD #1) for SUSE Linux Enterprise Server. As of SUSE OpenStack Cloud
       7 it is required to have it available locally on the
       Administration Server. This repository requires approximately 3.5 GB of hard
       disk space.
      

	SUSE OpenStack Cloud 7 Product
	
       The SUSE OpenStack Cloud 7 product repository is a copy
       of the installation media (DVD #1) for SUSE OpenStack Cloud. It can either be
       made available remotely via HTTP, or locally on the Administration Server. We recommend the latter since it makes the setup of the Administration Server
       easier. This repository requires approximately 500 MB of hard disk
       space.
      

	PTF
	
       This repository is created automatically on the Administration Server when you install the
       SUSE OpenStack Cloud add-on product. It serves as a repository for
       “Program Temporary Fixes” (PTF), which are part of the
       SUSE support program.
      

	SLES12-SP2-Pool and SUSE-OpenStack-Cloud-7-Pool
	
       The SUSE Linux Enterprise Server and SUSE OpenStack Cloud repositories contain all binary
       RPMs from the installation media, plus pattern information and
       support status metadata. These repositories are served from SUSE Customer Center
       and need to be kept in synchronization with their sources. Make them  available remotely via an existing SMT or SUSE Manager
       server. Alternatively, make them available locally on the Administration Server
       by installing a local SMT server, by mounting or synchronizing a
       remote directory, or by copying them.
      

	SLES12-SP2-Updates and SUSE-OpenStack-Cloud-7-Updates
	
       These repositories contain maintenance updates to packages in the
       corresponding Pool repositories. These repositories are served from
       SUSE Customer Center and need to be kept synchronized with their sources. Make them available remotely via an existing SMT or
       SUSE Manager server, or locally on the Administration Server by installing a
       local SMT server, by mounting or synchronizing a remote
       directory, or by regularly copying them.
      




    As explained in the section called “High Availability”, Control Nodes in SUSE OpenStack Cloud
    can optionally be made highly available with the SUSE Linux Enterprise
    High Availability Extension. SUSE OpenStack Cloud also comes with full support for installing a
    Ceph storage cluster, which is provided by the SUSE Enterprise Storage
    extension. (Deploying Ceph is optional.) The following repositories are
    required to deploy SLES High Availability Extension and SUSE Enterprise Storage nodes:
   
Optional Repositories
	SLE-HA12-SP2-Pool and SUSE-Enterprise-Storage-4-Pool
	
       The pool repositories contain all binary RPMs from the installation
       media, plus pattern information and support status metadata. These
       repositories are served from SUSE Customer Center and need to be kept in
       synchronization with their sources. Make them available
       remotely via an existing SMT or SUSE Manager server. Alternatively, make
       them available locally on the Administration Server by installing a local SMT server, by
       mounting or synchronizing a remote directory, or by copying them.
      

	SLE-HA12-SP2-Updates and SUSE-Enterprise-Storage-4-Updates
	
       These repositories contain maintenance updates to packages in the
       corresponding pool repositories. These repositories are served from
       SUSE Customer Center and need to be kept synchronized with their sources. Make them available remotely via an existing SMT or
       SUSE Manager server, or locally on the Administration Server by installing a
       local SMT server, by mounting or synchronizing a remote
       directory, or by regularly copying them.
      




    The product repositories for SUSE Linux Enterprise Server 12 SP2 and
    SUSE OpenStack Cloud 7 do not change during the life cycle
    of a product. Thus, they can be copied to the destination directory from the
    installation media. However, the pool and update repositories must be
    kept synchronized with their sources on the SUSE Customer Center. SUSE
    offers two products that synchronize repositories and make
    them available within your organization: SUSE Manager
    (http://www.suse.com/products/suse-manager/, and
    Subscription Management Tool (which ships with SUSE Linux Enterprise Server 12 SP2).
   

    All repositories must be served via HTTP to be
    available for SUSE OpenStack Cloud deployment. Repositories that are installed on the Administration Server are made available by the Apache Web
    server running on the Administration Server. If your organization already uses
    SUSE Manager or SMT, you can use the repositories provided by these
    servers.
   

    Making the repositories locally available on the Administration Server has the
    advantage of a simple network setup within SUSE OpenStack Cloud, and it allows you to
    seal off the SUSE OpenStack Cloud network from other networks in your
    organization. Hosting the repositories on a remote server has
    the advantage of using existing resources and services, and it makes
    setting up the Administration Server much easier. However, this requires a custom network setup
    for SUSE OpenStack Cloud, since the Administration Server needs access to the remote
    server.
   
	Installing a Subscription Management Tool (SMT) Server on the Administration Server
	
       The SMT server, shipping with SUSE Linux Enterprise Server 12 SP2, regularly
       synchronizes repository data from SUSE Customer Center with your local host.
       Installing the SMT server on the Administration Server is recommended if
       you do not have access to update repositories from elsewhere within
       your organization. This option requires the Administration Server to have Internet access.
      

	Using a Remote SMT Server
	
       If you already run an SMT server within your organization, you
       can use it within SUSE OpenStack Cloud. When using a remote SMT server,
       update repositories are served directly from the SMT server.
       Each node is configured with these repositories upon its initial
       setup.
      

       The SMT server needs to be accessible from the Administration Server and
       all nodes in SUSE OpenStack Cloud (via one or more gateways). Resolving the
       server's host name also needs to work.
      

	Using a SUSE Manager Server
	
       Each client that is managed by SUSE Manager needs to register with the
       SUSE Manager server. Therefore the SUSE Manager support can only be installed
       after the nodes have been deployed. SUSE Linux Enterprise Server 12 SP2 must be set up
       for autoinstallation on the SUSE Manager server in order to use repositories
       provided by SUSE Manager during node deployment.
      

       The server needs to be accessible from the Administration Server and all nodes
       in SUSE OpenStack Cloud (via one or more gateways). Resolving the server's host
       name also needs to work.
      

	Using Existing Repositories
	
       If you can access existing repositories from within your company
       network from the Administration Server, you have the following options: mount, synchronize, or
       manually transfer these repositories to the required locations on the
       Administration Server.
      





High Availability




   Several components and services in SUSE OpenStack Cloud are potentially single
   points of failure that may cause system downtime and data loss if they
   fail.
  

   SUSE OpenStack Cloud provides various mechanisms to ensure that the crucial
   components and services are highly available. The following sections
   provide an overview of components on each node that can be made highly available. For making the Control Node functions and the
   Compute Nodes highly available, SUSE OpenStack Cloud uses the cluster software SUSE Linux Enterprise
   High Availability Extension. Make sure to thoroughly read the section called “Cluster Requirements and Recommendations” to learn about additional requirements for high availability deployments.
  
High Availability of the Administration Server




    The Administration Server provides all services needed to manage and deploy all
    other nodes in the cloud. If the Administration Server is not available, new
    cloud nodes cannot be allocated, and you cannot add new roles to cloud
    nodes.
   

    However, only two services on the Administration Server are single points of
    failure, without which the cloud cannot continue to run properly: DNS
    and NTP.
   
Administration Server—Avoiding Points of Failure




     To avoid DNS and NTP as potential points of failure, deploy the roles
     dns-server and
     ntp-server to multiple nodes.
    
Access to External Network

      If any configured DNS forwarder or NTP external server is not
      reachable through the admin network from these nodes, allocate an
      address in the public network for each node that has the
      dns-server and
      ntp-server roles:
     
crowbar network allocate_ip default `hostname -f` public host

      Then the nodes can use the public gateway to reach the external
      servers. The change will only become effective after the next run of
      chef-client on the affected nodes.
     


Administration Server—Recovery




     To minimize recovery time for the Administration Server, follow the backup and
     restore recommendations described in
     the section called “Backing Up and Restoring the Administration Server”.
    


High Availability of the Control Node(s)




    The Control Node(s) usually run a variety of services without which
    the cloud would not be able to run properly.
   
Control Node(s)—Avoiding Points of Failure




     To prevent the cloud from avoidable downtime if one or more
     Control Nodes fail, you can make the
     following roles highly available: 
	database-server
       (database barclamp)
      

	keystone-server
       (keystone barclamp)
      

	rabbitmq-server
       (rabbitmq barclamp)
      

	swift-proxy (swift
       barclamp)
      

	glance-server
       (glance barclamp)
      

	cinder-controller
       (cinder barclamp)
      

	neutron-server
       (neutron barclamp)
      

	neutron-network (neutron
       barclamp)
      

	nova-controller
       (nova barclamp)
      

	nova_dashboard-server
       (nova_dashboard barclamp)
      

	ceilometer-server
       (ceilometer barclamp)
      

	ceilometer-polling
       (ceilometer barclamp)
      

	heat-server (heat
       barclamp)
      




     Instead of assigning these roles to individual cloud nodes, you can
     assign them to one or several High Availability clusters. SUSE OpenStack Cloud will
     then use the Pacemaker cluster stack (shipped with the SUSE Linux Enterprise
     High Availability Extension) to manage the services. If one Control Node fails, the services
     will fail over to another
     Control Node. For details on the
     Pacemaker cluster stack and the SUSE Linux Enterprise High Availability Extension, refer to the
     Administration Guide, available at
     http://www.suse.com/documentation/sle-ha-12/.
     Note that SUSE Linux Enterprise High Availability Extension includes Linux Virtual Server as the load-balancer, and
     SUSE OpenStack Cloud uses HAProxy for this purpose
     (http://haproxy.1wt.eu/).
    
Recommended Setup

      Though it is possible to use the same cluster for all of the roles
      above, the recommended setup is to use three clusters and to deploy
      the roles as follows:
     
	data cluster:
        database-server and
        rabbitmq-server

	network cluster:
        neutron-network (as the
        neutron-network role may result in heavy network
        load and CPU impact)
       

	
        Trove (always needs to be deployed on a dedicated node)
       

	services cluster: all other roles listed
        above (as they are related to API/schedulers)
       



SUSE OpenStack Cloud does not support High Availability for the LBaaS service plug-in.
      Thus, failover of a neutron load-balancer to another node
      can only be configured manually by editing the database.

Cluster Requirements and Recommendations

      For setting up the clusters, some special requirements and
      recommendations apply. For details, refer to
      the section called “Cluster Requirements and Recommendations”.
     


Control Node(s)—Recovery




     Recovery of the Control Node(s) is done automatically by the cluster
     software: if one Control Node fails, Pacemaker will fail over the
     services to another Control Node. If a failed Control Node is
     repaired and rebuilt via Crowbar, it will be automatically configured
     to join the cluster. At this point Pacemaker will have the option to
     fail back services if required.
    


High Availability of the Compute Node(s)




    If a Compute Node fails, all VMs running on that node will go down. While it cannot protect against failures of individual VMs, a
    High Availability setup for Compute Nodes helps to minimize VM downtime caused by
    Compute Node failures.  If the nova-compute service or
    libvirtd fail on a Compute Node, Pacemaker will
    try to automatically recover them.  If recovery fails, or the
    node itself should become unreachable, the node will be fenced and the
    VMs will be moved to a different Compute Node.
   

    If you decide to use High Availability for Compute Nodes, your Compute Node will
    be run as Pacemaker remote nodes. With the pacemaker-remote
    service, High Availability clusters can be extended to control remote nodes without any
    impact on scalability, and without having to install the full cluster stack
    (including corosync) on the remote nodes.  Instead, each
    Compute Node only runs the pacemaker-remote service. The service
    acts as a proxy, allowing the cluster stack on the “normal”
    cluster nodes to connect to it and to control services remotely. Thus, the
    node is effectively integrated into the cluster as a remote node. In this way,
    the services running on the OpenStack compute nodes can be controlled from the core
    Pacemaker cluster in a lightweight, scalable fashion.
   
 Find more information about the pacemaker_remote
    service in
    Pacemaker Remote—Extending High Availability into
    Virtual Nodes,
    available at http://www.clusterlabs.org/doc/. 
To configure High Availability for Compute Nodes, you need to adjust the following
   barclamp proposals:
	Pacemaker—for details, see the section called “Deploying Pacemaker (Optional, HA Setup Only)”.

	Nova—for details, see the section called “HA Setup for Nova”.




High Availability of the Storage Node(s)




    SUSE OpenStack Cloud offers two different types of storage that can be used
    for the Storage Nodes: object storage (provided by the OpenStack
    Swift component) and block storage (provided by Ceph).
   

    Both already consider High Availability aspects by design, therefore it does not
    require much effort to make the storage highly available.
   
Swift—Avoiding Points of Failure




     The OpenStack Object Storage replicates the data by design, provided
     the following requirements are met:
    
	
       The option Replicas in the Swift
       barclamp is set to 3, the tested and recommended
       value.
      

	
       The number of Storage Nodes needs to be greater than the value set in
       the Replicas option.
      



	
       To avoid single points of failure, assign the
       swift-storage role to multiple nodes.
      

	
       To make the API highly available, assign the
       swift-proxy role to a cluster instead of
       assigning it to a single Control Node. See
       the section called “Control Node(s)—Avoiding Points of Failure”. Other swift roles
       must not be deployed on a cluster.
      




Ceph—Avoiding Points of Failure




     Ceph is a distributed storage solution that can provide High Availability.  For High Availability
     redundant storage and monitors need to be configured in the Ceph
     cluster. For more information refer to the SUSE Enterprise Storage documentation at
     http://www.suse.com/documentation/ses-4/.
    


Cluster Requirements and Recommendations




    When considering setting up one or more High Availability clusters, refer to the
    chapter System Requirements in the
    Administration Guide for SUSE Linux Enterprise High Availability Extension. The guide is available at
    http://www.suse.com/documentation/sle-ha-12/.
   

    The HA requirements for Control Node also apply to SUSE OpenStack Cloud. Note that by
    buying SUSE OpenStack Cloud, you automatically get an entitlement for
    SUSE Linux Enterprise High Availability Extension.
   

    Especially note the following requirements:
   
	Number of Cluster Nodes
	
       Each cluster needs to consist of at least two cluster nodes.
      
Odd Number of Cluster Nodes

        We strongly recommend using an odd number
        of cluster nodes with a minimum of three nodes.
       

        A cluster needs
        Quorum to
        keep services running. A three-node cluster can tolerate
         failure of only one node at a time, whereas a five-node cluster can
        tolerate failures of two nodes.
       


	STONITH
	
       The cluster software will shut down “misbehaving” nodes
       in a cluster to prevent them from causing trouble. This mechanism is
       called fencing or
       STONITH.
      
No Support Without STONITH

        A cluster without STONITH is not supported.
       


       For a supported HA setup, ensure the following:
      
	
         Each node in the High Availability cluster needs to have at least one
         STONITH device (usually a hardware device). We strongly
         recommend multiple STONITH devices per node, unless STONITH Block Device (SBD) is used.
        

	
         The global cluster options stonith-enabled
         and startup-fencing must be set to
         true. These options are set automatically when
         deploying the Pacemaker barclamp. When you change them, you will lose support.
        

	
         When deploying the Pacemaker service, select a
         STONITH: Configuration mode for STONITH
    
         that matches your setup. If your STONITH devices support the
         IPMI protocol, choosing the IPMI option is the easiest way to
         configure STONITH. Another alternative is SBD. It provides a way to enable STONITH and fencing
         in clusters without external power switches, but it requires shared
         storage. For SBD requirements, see
         http://linux-ha.org/wiki/SBD_Fencing, section
         Requirements.
        




       For more information, refer to the Administration Guide, available at
       http://www.suse.com/documentation/sle-ha-12/.
       Especially read the following chapters: Configuration and
       Administration Basics, and Fencing and
       STONITH,  Storage Protection.
      

	Network Configuration
	Redundant Communication Paths

        For a supported HA setup, it is required to set up cluster
        communication via two or more redundant paths. For this purpose, use
        network device bonding and team network mode in your Crowbar network setup. For details, see
        the section called “Team Network Mode”. At least two
        Ethernet cards per cluster node are required for network redundancy.
        We advise using team network mode everywhere (not only
        between the cluster nodes) to ensure redundancy.
       


       For more information, refer to the Administration Guide, available at
       http://www.suse.com/documentation/sle-ha-12/.
       Especially read the following chapter: Network Device
       Bonding.
      

       Using a second communication channel (ring) in Corosync (as an
       alternative to network device bonding) is not supported yet in SUSE OpenStack Cloud.
       By default, SUSE OpenStack Cloud uses the admin network (typically
       eth0) for the first Corosync ring.
      
Dedicated Networks

         The corosync network communication layer is
         crucial to the health of the cluster. corosync traffic always
         goes over the admin network.
        
	
           Use redundant communication paths for the corosync
           network communication layer.
          

	
           Do not place the corosync network communication layer
           on interfaces shared with any other networks that could experience heavy
           load, such as the OpenStack public / private / SDN / storage networks.
          




         Similarly, if SBD over iSCSI is used as a STONITH device (see
         STONITH), do not place the iSCSI traffic on
         interfaces that could experience heavy load, because this might disrupt
         the SBD mechanism.
        


	Storage Requirements
	
       The following services require shared storage:
       database-server and
       rabbitmq-server. For this purpose, use
       either an external NFS share or a Distributed Replicated Block Device (DRBD).
      

       If you are using an external NFS share, the following additional requirements
       are important:
      
	
         The share needs to be reliably accessible from all cluster nodes via
         redundant communication paths. See
         Network Configuration.
        

	
         The share needs to have certain settings in
         /etc/exports to be usable by the
         database barclamp. For details, see
         the section called “HA Setup for the Database” and
         the section called “HA Setup for RabbitMQ”.
        




       If you are using DRBD, the following additional requirements are important:
      
	
         Because of a DRBD limitation, the cluster used for
         database-server and
         rabbitmq-server is restricted to two
         nodes.
        

	
         All nodes of the cluster that is used for
         database-server and
         rabbitmq-server need to have an additional
         hard disk that will be used for DRBD. For more information on DRBD,
         see the DRBD chapter in the Administration Guide,
         which is available at
         http://www.suse.com/documentation/sle-ha-12/.
        




       When using SBD as STONITH device, additional requirements apply
       for the shared storage. For details, see
       http://linux-ha.org/wiki/SBD_Fencing, section
       Requirements.
      




For More Information




    For a basic understanding and detailed information on the SUSE Linux Enterprise
    High Availability Extension (including the Pacemaker cluster stack), read the
    Administration Guide. It is available at
    http://www.suse.com/documentation/sle-ha-12/.
   

    In addition to the chapters mentioned in
    the section called “Cluster Requirements and Recommendations”, the following
    chapters are especially recommended:
   
	
                Product Overview
              

	
                Configuration and Administration Basics
              




    The Administration Guide also provides comprehensive information about the
    cluster management tools with which you can view and check the cluster status
    in SUSE OpenStack Cloud. They can also be used to look up details like
    configuration of cluster resources or global cluster options. Read the
    following chapters for more information:
   
	
      HA Web Console: Configuring and Managing Cluster Resources (Web
      Interface)

	crm.sh:  Configuring and Managing
      Cluster Resources (Command Line)





Summary: Considerations and Requirements




   As outlined above, there are some important considerations to be made
   before deploying SUSE OpenStack Cloud. The following briefly summarizes what was
   discussed in detail in this chapter. Keep in mind that as of
   SUSE OpenStack Cloud 7 it is not possible to change some
   aspects such as the network setup when SUSE OpenStack Cloud is deployed!
   
Network
	
     If you do not want to stick with the default networks and addresses,
     define custom networks and addresses. You need five different networks.
     If you need to separate the admin and the BMC network, a sixth network
     is required. See the section called “Network” for details.
     Networks that share interfaces need to be configured as VLANs.
    

	
     The SUSE OpenStack Cloud networks are completely isolated, therefore it is not
     required to use public IP addresses for them. A class C network as used
     in this documentation may not provide enough addresses for a cloud that
     is supposed to grow. You may alternatively choose addresses from a
     class B or A network.
    

	
     Determine how to allocate addresses from your network. Make sure not to
     allocate IP addresses twice. See
     the section called “Network Address Allocation” for the default
     allocation scheme.
    

	
     Define which network mode to use. Keep in mind that all machines within
     the cloud (including the Administration Server) will be set up with the chosen
     mode and therefore need to meet the hardware requirements. See
     the section called “Network Modes” for details.
    

	
     Define how to access the admin and BMC network(s): no access from the
     outside (no action is required), via an external gateway (gateway needs
     to be provided), or via bastion network. See
     the section called “Accessing the Administration Server via a Bastion Network” for details.
    

	
     Provide a gateway to access the public network (public, nova-floating).
    

	
     Make sure the Administration Server's host name is correctly configured
     (hostname-f needs to return a
     fully qualified host name). If this is not the case, run YaST+Network Services+Hostnames and add a fully qualified
     host name.
    

	
     Prepare a list of MAC addresses and the intended use of the
     corresponding host for all OpenStack nodes.
    



Update Repositories
	
     Depending on your network setup you have different options for
     providing up-to-date update repositories for SUSE Linux Enterprise Server and SUSE OpenStack Cloud for
     SUSE OpenStack Cloud deployment: using an existing SMT or SUSE Manager
     server, installing SMT on the Administration Server, synchronizing data
     with an existing repository, mounting remote repositories, or using physical media. Choose the option that best matches your
     needs.
    



Storage
	
     Decide whether you want to deploy the object storage service
     Swift. If so, you need to deploy at least two nodes with
     sufficient disk space exclusively dedicated to Swift.
    

	
     Decide which back-end to use with Cinder. If using the
     raw back-end (local disks) we strongly
     recommend using a separate node equipped with several hard disks for
     deploying cinder-volume. Ceph needs a minimum of four exclusive nodes with sufficient disk space.
    

	
     Make sure all Compute Nodes are equipped with sufficient hard disk
     space.
    



SSL Encryption
	
     Decide whether to use different SSL certificates for the services and
     the API, or whether to use a single certificate.
    

	
     Get one or more SSL certificates certified by a trusted third party
     source.
    



Hardware and Software Requirements
	
     Make sure the hardware requirements for the different node types are
     met.
    

	
     Make sure to have all required software at hand.
    




Overview of the SUSE OpenStack Cloud Installation




   Deploying and installing SUSE OpenStack Cloud is a multi-step process.
   Start by deploying a basic SUSE Linux Enterprise Server installation and the
   SUSE OpenStack Cloud add-on product to the Administration Server. Then the product and
   update repositories need to be set up and the SUSE OpenStack Cloud network needs to
   be configured. Next, complete the Administration Server setup. After the
   Administration Server is ready, you can start deploying and configuring the
   OpenStack nodes. The complete node deployment is done automatically via
   Crowbar and Chef from the Administration Server. All you need to do is to
   boot the nodes using PXE and to deploy the OpenStack components to them.
  
	
     Install SUSE Linux Enterprise Server 12 SP2 on the Administration Server with the add-on product
     SUSE OpenStack Cloud. Optionally select the Subscription Management Tool (SMT) pattern for installation. See
     Chapter 3, Installing the Administration Server.
    

	
     Optionally set up and configure the SMT server on the Administration Server. See
     Chapter 4, Installing and Setting Up an SMT Server on the Administration Server (Optional).
    

	
     Make all required software repositories available on the Administration Server. See
     Chapter 5, Software Repository Setup.
    

	
     Set up the network on the Administration Server. See
     Chapter 6, Service Configuration:  Administration Server Network Configuration.
    

	
     Perform the Crowbar setup to configure the SUSE OpenStack Cloud network and to make the
     repository locations known. When the configuration is done, start the
     SUSE OpenStack Cloud Crowbar installation. See Chapter 7, Crowbar Setup.
    

	
     Boot all nodes onto which the OpenStack components should be deployed
     using PXE and allocate them in the Crowbar Web interface to start the
     automatic SUSE Linux Enterprise Server installation. See
     Chapter 10, Installing the OpenStack Nodes.
    

	
     Configure and deploy the OpenStack components via the Crowbar Web
     interface or command line tools. See Chapter 11, Deploying the OpenStack Services.
    

	
     When all OpenStack components are up and running, SUSE OpenStack Cloud is ready.
     The cloud administrator can now upload images to enable users to start
     deploying instances. See the Administrator Guide and the
     Supplement to Administrator Guide and End User Guide.

    




Part II. Setting Up the Administration Server




Chapter 3. Installing the Administration Server

Abstract

    In this chapter you will learn how to install the Administration Server from
    scratch. It will run on SUSE Linux Enterprise Server 12 SP2 and include the SUSE OpenStack Cloud
    extension and, optionally, the Subscription Management Tool (SMT) server. Prior to starting
    the installation, refer to the section called “Hardware Requirements” and
    the section called “Software Requirements”.
   




Starting the Operating System Installation




   Start the installation by booting into the SUSE Linux Enterprise Server 12 SP2 installation system.
   For an overview of a default SUSE Linux Enterprise Server installation, refer to the SUSE Linux Enterprise Server
   Installation Quick Start. Detailed
   installation instructions are available in the SUSE Linux Enterprise Server
   Deployment Guide. Both documents are available at
   http://www.suse.com/documentation/sles-12/.
  

   The following sections will only cover the differences from the default
   installation process.
  


Registration and Online Updates




   Registering SUSE Linux Enterprise Server 12 SP2 during the installation process is required for
   getting product updates and for installing the SUSE OpenStack Cloud
   extension. Refer to the SUSE
   Customer Center Registration section of the SUSE Linux Enterprise Server 12 SP2 Deployment
   Guide for further instructions.
  

   After a successful registration you will be asked whether
   to add the update repositories. If you agree, the latest updates will
   automatically be installed, ensuring that your system is on the latest
   patch level after the initial installation. We strongly recommend adding the update repositories immediately. If you choose to skip this step you need to perform
   an online update later, before starting the SUSE OpenStack Cloud Crowbar installation.
  
SUSE Login Required

    To register a product, you need to have a SUSE login.
    If you do not have such a login, create it at
    http://www.suse.com/login.
   


Installing the SUSE OpenStack Cloud Extension




   SUSE OpenStack Cloud is an extension to SUSE Linux Enterprise Server. Installing it during the SUSE Linux Enterprise Server
   installation is the easiest and recommended way to set up the Administration Server. To get access to the extension selection dialog, you need to register
   SUSE Linux Enterprise Server 12 SP2 during the installation. After a successful registration, the
   SUSE Linux Enterprise Server 12 SP2 installation continues with the Extension & Module
   Selection. Choose SUSE OpenStack Cloud 7
   and provide the registration key you obtained by purchasing
   SUSE OpenStack Cloud. The registration and the extension installation require an
   Internet connection.
  

   Alternatively, install the SUSE OpenStack Cloud after the
   SUSE Linux Enterprise Server 12 SP2 installation via YaST+Software+Add-On Products.
   For details, refer to the section Installing
   Modules and Extensions from Online Channels of the SUSE Linux Enterprise Server 12 SP2
   Deployment Guide.
  

Partitioning




   Currently, Crowbar requires /opt to be writable. We recommend creating a separate partition
   or volume formatted with XFS for /srv with a size of
   at least 30 GB.
  

   The default file system on SUSE Linux Enterprise Server 12 SP2 is Btrfs with snapshots enabled.
   SUSE OpenStack Cloud installs into /opt, a directory that is
   excluded from snapshots. Reverting to a snapshot may therefore break the
   SUSE OpenStack Cloud installation. We recommend disabling Btrfs snapshots on
   the Administration Server.
  

   Help on using the partitioning tool is available at the section Using
   the YaST Partitioner of the SUSE Linux Enterprise Server 12 SP2 Deployment
   Guide.
  

Installation Settings




   In the final installation step, Installation Settings, you need to adjust
   the software selection and the firewall settings for your Administration Server setup. For more information
   refer to the Installation
   Settings section of the SUSE Linux Enterprise Server 12 SP2 Deployment
   Guide.
  
Software Selection




    Installing a minimal base system is sufficient to set up the
    Administration Server. The following patterns are the minimum required:
   
	
                Base System
              

	
                Minimal System (Appliances)
              

	Meta Package for Pattern cloud_admin (in case you have
      chosen to install the SUSE OpenStack Cloud Extension)
     

	Subscription Management Tool (optional, also see Installing a Local SMT Server (Optional))
     



Installing a Local SMT Server (Optional)

     If you do not have a SUSE Manager or SMT server in your
     organization, or are planning to manually update the repositories required for deployment of the SUSE OpenStack Cloud nodes, you need to set up an SMT server on
     the Administration Server. Choose the pattern Subscription Management
     Tool in addition to the patterns listed above to install the
     SMT server software.
    


Firewall Settings




    SUSE OpenStack Cloud requires disabling the firewall on the Administration Server. You can
    disable the firewall during installation in the Firewall and SSH
    section. If your environment requires a firewall to be active at this
    stage of the installation, you can disable the firewall during your final network configuration (see Chapter 6, Service Configuration:  Administration Server Network Configuration). Optionally, you can also enable SSH
    access to the Administration Server in this section.
   
HTTP_PROXY and NO_PROXY

      Setting HTTP_PROXY without properly configuring NO_PROXY for the
      Administration Server might result in chef-client failing in non-obvious ways.
     



Chapter 4. Installing and Setting Up an SMT Server on the Administration Server (Optional)

Abstract

    One way to provide the repositories needed to set up the nodes in
    SUSE OpenStack Cloud is to install a Subscription Management Tool (SMT) server on the Administration Server, and then mirror all
    repositories from SUSE Customer Center via this server. Installing an SMT server
    on the Administration Server is optional. If your organization already provides an
    SMT server or a SUSE Manager server that can be accessed from the
    Administration Server, skip this step.
   




Use of SMT Server and Ports

   When installing an SMT server on the Administration Server, use it exclusively
   for SUSE OpenStack Cloud. To use the SMT server for other
   products, run it outside of SUSE OpenStack Cloud. Make sure it can be accessed
   from the Administration Server for mirroring the repositories needed for SUSE OpenStack Cloud.
  

   When the SMT server is installed on the Administration Server, Crowbar
   provides the mirrored repositories on port 8091.
  

SMT Installation




   If you have not installed the SMT server during the initial Administration Server
   installation as suggested in the section called “Software Selection”, run the following command
   to install it:
  
sudo zypper in -t pattern smt


SMT Configuration




   No matter whether the SMT server was installed during the initial
   installation or in the running system, it needs to be configured with the
   following steps.
  
Prerequisites

    To configure the SMT server, a SUSE account is required. If you do not
    have such an account, register at http://www.suse.com/login. All products and
    extensions for which you want to mirror updates with the SMT
    server should be registered at the SUSE Customer Center (http://scc.suse.com/).
   

	
     Configuring the SMT server requires you to have your mirroring
     credentials (user name and password) and your registration e-mail
     address at hand. To access them, proceed as follows:
    
	
       Open a Web browser and log in to the SUSE Customer Center at
       http://scc.suse.com/.
      

	
       Click your name to see the e-mail address which you have registered.
      

	
       Click Organization+Organization Credentials to obtain
       your mirroring credentials (user name and password).
      



	
     Start YaST+Network
     Services+SMT Configuration
     Wizard.
    

	
     Activate Enable Subscription Management Tool Service
     (SMT).
    

	
     Enter the Customer Center Configuration data as
     follows:
    
	Use Custom Server:
     Do not activate this option
	User: The user name you retrieved from the
     SUSE Customer Center
	Password: The password you retrieved from the
     SUSE Customer Center


     Check your input with Test. If the test does not
     return success, check the credentials you entered.
    

	
     Enter the e-mail address you retrieved from the SUSE Customer Center at
     SCC E-Mail Used for Registration.
    

	Your SMT Server URL shows the HTTP address of your
     server. Usually it should not be necessary to change it.
    

	
     Select Next to proceed to step two of the SMT Configuration Wizard.
    

	
     Enter a Database Password for SMT User and confirm
     it by entering it once again.
    

	
     Enter one or more e-mail addresses to which SMT status reports are
     sent by selecting Add.
    

	
     Select Next to save your SMT configuration. When
     setting up the database you will be prompted for the MariaDB root
     password. If you have not already created one then create it in this step. Note that this is
     the global MariaDB root password, not the database password for the SMT
     user you specified before.
    

     The SMT server requires a server certificate at
     /etc/pki/trust/anchors/YaST-CA.pem. Choose
     Run CA Management, provide a password and choose
     Next to create such a certificate. If your
     organization already provides a CA certificate, Skip
     this step and import the certificate via YaST+Security and Users+CA Management after the SMT
     configuration is done. See
   http://www.suse.com/documentation/sles-12/book_security/data/cha_security_yast_ca.html
   for more information.
    

     After you complete your configuration a synchronization check with the SUSE Customer Center will run, which may take several minutes.
    




Setting up Repository Mirroring on the SMT Server




   The final step in setting up the SMT server is configuring it to
   mirror the repositories needed for SUSE OpenStack Cloud. The SMT server
   mirrors the repositories from the SUSE Customer Center. Make
   sure to have the appropriate subscriptions registered in SUSE Customer Center with the
   same e-mail address you specified when configuring SMT. For
   details on the required subscriptions refer to
   the section called “Software Requirements”.
  
Adding Mandatory Repositories




    Mirroring the SUSE Linux Enterprise Server 12 SP2 and SUSE OpenStack Cloud 7
    repositories is mandatory. Run the following commands as user
    root to add them to the list of mirrored repositories:
   

for REPO in SLES12-SP2-{Pool,Updates} SUSE-OpenStack-Cloud-7-{Pool,Updates}; do
  smt-repos $REPO sle-12-x86_64 -e
done

Adding Optional Repositories




    The following optional repositories provide high availability and storage:
   
	High Availability
	
       For the optional HA setup you need to mirror the SLE-HA12-SP2
       repositories. Run the following commands as user root to add
       them to the list of mirrored repositories:
      
for REPO in SLE-HA12-SP2-{Pool,Updates}; do
  smt-repos $REPO sle-12-x86_64 -e
done

	SUSE Enterprise Storage
	
       The SUSE Enterprise Storage repositories are needed if you plan to deploy
       Ceph with SUSE OpenStack Cloud. Run the following commands as user
       root to add them to the list of mirrored repositories:
      
for REPO in SUSE-Enterprise-Storage-4-{Pool,Updates}; do
  smt-repos $REPO sle-12-x86_64 -e
done




Updating the Repositories




    New repositories added to SMT must be updated immediately by running the following command as user root:
   
smt-mirror -L /var/log/smt/smt-mirror.log

    This command will download several GB of patches. This process may last
    up to several hours. A log file is written to
    /var/log/smt/smt-mirror.log. After this first manual update the repositories are updated automatically via cron
    job. A list of all
    repositories and their location in the file system on the Administration Server can be
    found at Table 5.2, “SMT Repositories Hosted on the Administration Server”.
   


For More Information




   For detailed information about SMT refer to the Subscription Management Tool manual at http://www.suse.com/documentation/sles-12/book_smt/data/book_smt.html.
  

Chapter 5. Software Repository Setup

Abstract

    Nodes in SUSE OpenStack Cloud are automatically installed from the Administration Server. For this to happen,
    software repositories containing products, extensions, and the respective
    updates for all software need to be available on or accessible from the
    Administration Server. In this configuration step, these repositories are made
    available. There are two types of repositories:
   
Product Media Repositories: Product media
    repositories are copies of the installation media. They need to be
    directly copied to the Administration Server, “loop-mounted” from an iso
    image, or mounted from a remote server via NFS. Affected are SUSE Linux Enterprise Server 12 SP2 and
    SUSE OpenStack Cloud 7. These are static repositories; they do not change or receive updates. See the section called “Copying the Product Media Repositories” for setup
    instructions.
   
Update and Pool Repositories: Update and
    Pool repositories are provided by the SUSE Customer Center. They contain all updates and
    patches for the products and extensions. To make them available for
    SUSE OpenStack Cloud they need to be mirrored from the SUSE Customer Center. Since their content is
    regularly updated, they must be kept in synchronization with SUSE Customer Center. For
    these purposes, SUSE provides either the Subscription Management Tool (SMT) or the
    SUSE Manager.
   




Copying the Product Media Repositories




   The files in the product repositories for SUSE Linux Enterprise Server and SUSE OpenStack Cloud do not
   change, therefore they do not need to be synchronized with a remote
   source. It is sufficient to either copy the data (from a remote host or
   the installation media), to mount the product repository from a remote
    server via NFS, or to loop mount a copy of the
    installation images.
   
No Symbolic Links for the SUSE Linux Enterprise Server Repository

     Note that the SUSE Linux Enterprise Server product repository must be
     directly available from the local directory listed below. It is not
     possible to use a symbolic link to a directory located elsewhere, since
     this will cause booting via PXE to fail.
    

Providing the SUSE OpenStack Cloud Repository via HTTP

     The SUSE Linux Enterprise Server product repositories need to be available locally
     to enable booting via PXE for node deployment. The SUSE OpenStack Cloud
     repository may also be served via HTTP from a remote
     host. In this case, enter the URL to the Cloud
     repository as described in the section called “
          Repositories
        ”.
    

     We recommend copying the data to the Administration Server as the best solution. It does not require much hard disk space (approximately
     350 MB). Nor does it require the Administration Server to access a remote host from a different network.
    


    The following product media must be copied to the specified
    directories:
   
Table 5.1. Local Product Repositories for SUSE OpenStack Cloud
	
                  
         Repository
        

                	
                  
         Directory
        

                
	
                  
         SUSE Linux Enterprise Server 12 SP2 DVD #1
        

                	
                  
                    /srv/tftpboot/suse-12.2/x86_64/install
                  

                
	
                  
         SUSE OpenStack Cloud 7 DVD #1
        

                	
                  
                    /srv/tftpboot/suse-12.2/x86_64/repos/Cloud
                  

                




    The data can be copied by a variety of methods:
   
	Copying from the Installation Media
	
      We recommended using rsync for copying. If the
      installation data is located on a removable device, make sure to mount
      it first (for example, after inserting the DVD1 in the Administration Server and
      waiting for the device to become ready):
     
SUSE Linux Enterprise Server 12 SP2 DVD#1
mkdir -p /srv/tftpboot/suse-12.2/x86_64/install
mount /dev/dvd /mnt
rsync -avP /mnt/ /srv/tftpboot/suse-12.2/x86_64/install/
umount /mnt

      SUSE OpenStack Cloud 7 DVD#1
     
mkdir -p /srv/tftpboot/suse-12.2/x86_64/repos/Cloud
mount /dev/dvd /mnt
rsync -avP /mnt/ /srv/tftpboot/suse-12.2/x86_64/repos/Cloud/
umount /mnt

	Copying from a Remote Host
	
       If the data is provided by a remote machine, log in to that machine and
       push the data to the Administration Server (which has the IP address 192.168.124.10 in the following
       example):
      
SUSE Linux Enterprise Server 12 SP2 DVD#1
mkdir -p /srv/tftpboot/suse-12.2/x86_64/install
rsync -avPz /data/SLES-12-SP2/DVD1/192.168.124.10:/srv/tftpboot/suse-12.2/x86_64/install/

       SUSE OpenStack Cloud 7 DVD#1
      
mkdir -p /srv/tftpboot/suse-12.2/x86_64/repos/Cloud
rsync -avPz /data/SUSE-OPENSTACK-CLOUD//DVD1/192.168.124.10:/srv/tftpboot/suse-12.2/x86_64/repos/Cloud/

	Mounting from an NFS Server
	
       If the installation data is provided via NFS by a remote machine, mount
       the respective shares as follows. To automatically mount these
       directories either create entries in /etc/fstab or
       set up the automounter.
      
SUSE Linux Enterprise Server 12 SP2 DVD#1
mkdir -p /srv/tftpboot/suse-12.2/x86_64/install
mount -t nfs nfs.example.com:/exports/SLES-12-SP2/x86_64/DVD1/ /srv/tftpboot/suse-12.2/x86_64/install

       SUSE OpenStack Cloud 7 DVD#1
      
mkdir -p /srv/tftpboot/suse-12.2/x86_64/repos/Cloud/
mount -t nfs nfs.example.com:/exports/SUSE-OPENSTACK-CLOUD/DVD1/ /srv/tftpboot/suse-12.2/x86_64/repos/Cloud

	Mounting the ISO Images
	
       The product repositories can also be made available by copying the
       respective ISO images to the Administration Server and mounting them. To
       automatically mount these directories either create entries in
       /etc/fstab or set up the automounter.
      
SUSE Linux Enterprise Server 12 SP2 DVD#1
mkdir -p /srv/tftpboot/suse-12.2/x86_64/install/
mount -o loop /local/SLES-12-SP2-x86_64-DVD1.iso /srv/tftpboot/suse-12.2/x86_64/install

       SUSE OpenStack Cloud 7 DVD#1
      
mkdir -p /srv/tftpboot/suse-12.2/x86_64/repos/Cloud/
mount -o loop /local/SUSE-OPENSTACK-CLOUD-7-x86_64-DVD1.iso /srv/tftpboot/suse-12.2/x86_64/repos/Cloud





Update and Pool Repositories




    Update and Pool Repositories are required on the Administration Server to set up and
    maintain the SUSE OpenStack Cloud nodes. They are provided by SUSE Customer Center and contain all
    software packages needed to install SUSE Linux Enterprise Server 12 SP2 and the extensions (pool
    repositories). In addition, they contain all updates and patches (update repositories). Update
    repositories are used when deploying the nodes that build
    SUSE OpenStack Cloud to ensure they are initially equipped with the latest software
    versions available.
   

    The repositories can be made available on the Administration Server using one or more of the
    following methods:
   
	
              the section called “
     Repositories Hosted on an SMT Server Installed on the Administration Server
    ”
            

	
              the section called “Repositories Hosted on a Remote SMT Server”
            

	
              the section called “Repositories Hosted on a SUSE Manager Server”
            

	
              the section called “Alternative Ways to Make the Repositories Available”
            




     Repositories Hosted on an SMT Server Installed on the Administration Server
    




     When all update and pool repositories are managed by an SMT server
     installed on the Administration Server (see Chapter 4, Installing and Setting Up an SMT Server on the Administration Server (Optional)), make
     sure the repository location in YaST Crowbar is set to Local
     SMT Server (this is the default). For details, see the section called “
          Repositories
        ”. No
     further action is required. The SUSE OpenStack Cloud Crowbar installation automatically
     detects all available repositories.
    

Repositories Hosted on a Remote SMT Server




     To use repositories from a remote SMT server, you first need to make
     sure all required repositories are mirrored on the server. Refer to the section called “Setting up Repository Mirroring on the SMT Server” for more information. When all update
     and pool repositories are managed by a remote SMT server, make sure the
     repository location in YaST Crowbar is set to Remote SMT
     Server. For details, see the section called “
          Repositories
        ”. No further action is
     required. The SUSE OpenStack Cloud Crowbar installation automatically detects all
     available repositories.
    
Accessing an External SMT Server

        When using an external SMT server, it needs to be reachable by all
	nodes. This means that the SMT server either needs to be part of the admin network
	or it needs to be accessible via the default route of the
	nodes. The latter can be either the gateway of the admin network or the gateway
	of the public network.
     


Repositories Hosted on a SUSE Manager Server




     To use repositories from SUSE Manager you first need to make sure all
     required products and extensions are registered, and the corresponding
     channels are mirrored in SUSE Manager (refer to
     Table 5.4, “SUSE Manager Repositories (Channels)” for a list of
     channels).
    
Accessing a SUSE Manager Server

      An external SUSE Manager server needs to be accessible to
      all nodes in SUSE OpenStack Cloud. The network hosting the SUSE Manager server must be added to the
      network definitions as described in
      the section called “Providing Access to External Networks”.
     


     By default SUSE Manager does not expose repositories for direct access. To
     access them via HTTPS, you need to create a
     Distribution for auto-installation for the SUSE Linux Enterprise Server 12 SP2
     (x86_64) product. Creating this distribution makes the update
     repositories for this product available, including the repositories
     for all registered add-on products (like SUSE OpenStack Cloud, SLES High Availability Extension and
     SUSE Enterprise Storage). Instructions for creating a distribution are in the SUSE Manager documentation in http://www.suse.com/documentation/suse_manager/. 
    

     During the distribution setups you need to provide a
     Label for each the distribution. This label will be
     part of the URL under which the repositories are available. We
     recommend choosing a name consisting of characters that do not need to
     be URL-encoded. In Table 5.4, “SUSE Manager Repositories (Channels)” we
     assume the following label has been provided:
     sles12-sp2-x86_64.
    

     When all update and pool repositories are managed by a SUSE Manager server,
     make sure the repository location in YaST Crowbar is set to
     SUSE Manager Server. For details, see the section called “
          Repositories
        ”. No further action is
     required. The SUSE OpenStack Cloud Crowbar installation automatically detects all
     available repositories.
    

     The autoinstallation tree provided by SUSE Manager does not provide the
     SLES Pool repository. Although this repository is not used
     for node installation, it needs to be present. To work around this issue,
     it is sufficient to create an empty Pool repository for SUSE Linux Enterprise Server 12 SP2:
    
mkdir /srv/tftpboot/suse-12.2/x86_64/repos/SLES12-SP2-Pool/
createrepo /srv/tftpboot/suse-12.2/x86_64/repos/SLES12-SP2-Pool/

Alternative Ways to Make the Repositories Available




     If you want to keep your SUSE OpenStack Cloud network as isolated from the company
     network as possible, or your infrastructure does not allow accessing a
     SUSE Manager or an SMT server, you can alternatively provide access to the
     required repositories by one of the following methods:
    
	
       Mount the repositories from a remote server.
      

	
       Synchronize the repositories from a remote server (for example via
       rsync and cron).
      

	
        Manually synchronize the update repositories from removable media.
      




     We strongly recommended making the repositories available at the
     default locations on the Administration Server as listed in Table 5.5, “Default Repository Locations on the Administration Server”. When choosing these locations,
     it is sufficient to set the repository location in YaST Crowbar to
     Custom. You do not need to specify a detailed location
     for each repository. Refer to the section called “
          Repositories
        ” for details. If you prefer to
     use different locations, you need to announce each location with YaST
     Crowbar.
    



    Software Repository Sources for the Administration Server Operating System
   




   During the installation of the Administration Server, repository locations for SUSE Linux Enterprise Server 12 SP2
   are automatically added to the Administration Server. They point to the source
   used to install the Administration Server and to the SUSE Customer Center. These repository locations
   have no influence on the repositories used to set up nodes in the cloud. They
   are solely used to maintain and update the Administration Server itself.
  

   However, as the Administration Server and all nodes in the cloud use the same
   operating system—SUSE Linux Enterprise Server 12 SP2—it makes sense to use the same
   repositories for the cloud and the Administration Server. To avoid
   downloading the same patches twice, change this setup so that the repositories set up for SUSE OpenStack Cloud deployment are also used
   on the Administration Server.
  

   To do so, you need to disable or delete all services. In a second step all
   SUSE Linux Enterprise Server and SUSE OpenStack Cloud repositories need to be edited to point to the
   alternative sources. Use either Zypper or YaST to edit the repository setup. Note that changing the repository setup on the Administration Server
   is optional.
  

Repository Locations




The following tables show the locations of all repositories that can be used for SUSE OpenStack Cloud. 
 
Table 5.2. SMT Repositories Hosted on the Administration Server
	
                  
       Repository
      

                	
                  
       Directory
      

                
	
                  
       Mandatory Repositories
      

                
	
                  
       SLES12-SP2-Pool
      

                	
                  
                    /srv/www/htdocs/repo/SUSE/Products/SLE-SERVER/12-SP2/x86_64/product/
                  

                
	
                  
       SLES12-SP2-Updates
      

                	
                  
                    /srv/www/htdocs/repo/SUSE/Updates/SLE-SERVER/12-SP2/x86_64/update/
                  

                
	
                  
       SUSE-OpenStack-Cloud-7-Pool
      

                	
                  
                    /srv/www/htdocs/repo/SUSE/Products/OpenStack-Cloud/7/x86_64/product/
                  

                
	
                  
       SUSE-OpenStack-Cloud-7-Updates
      

                	
                  
                    /srv/www/htdocs/repo/SUSE/Updates/OpenStack-Cloud/7/x86_64/update/
                  

                
	
                  
       Optional Repositories
      

                
	
                  
       SLE-HA12-SP2-Pool
      

                	
                  
                    /srv/www/htdocs/repo/SUSE/Products/SLE-HA/12-SP2/x86_64/product/
                  

                
	
                  
       SLE-HA12-SP2-Updates
      

                	
                  
                    /srv/www/htdocs/repo/SUSE/Updates/SLE-HA/12-SP2/x86_64/update/
                  

                
	
                  
       SUSE-Enterprise-Storage-4-Pool
      

                	
                  
                    /srv/www/htdocs/repo/SUSE/Products/Storage/4/x86_64/product/
                  

                
	
                  
       SUSE-Enterprise-Storage-4-Updates
      

                	
                  
                    /srv/www/htdocs/repo/SUSE/Updates/Storage/4/x86_64/update/
                  

                



Table 5.3. SMT Repositories hosted on a Remote Server
	
                  
       Repository
      

                	
                  
       URl
      

                
	
                  
       Mandatory Repositories
      

                	 
	
                  
       SLES12-SP2-Pool
      

                	
                  http://smt.example.com/repo/SUSE/Products/SLE-SERVER/12-SP2/x86_64/product/

                
	
                  
       SLES12-SP2-Updates
      

                	
                  http://smt.example.com/repo/SUSE/Updates/SLE-SERVER/12-SP2/x86_64/update/

                
	
                  
       SUSE-OpenStack-Cloud-7-Pool
      

                	
                  http://smt.example.com/repo/SUSE/Products/OpenStack-Cloud/7/x86_64/product/

                
	
                  
       SUSE-OpenStack-Cloud-7-Updates
      

                	
                  http://smt.example.com/repo/SUSE/Updates/OpenStack-Cloud/7/x86_64/update/

                
	
                  
       Optional Repositories
      

                
	
                  
       SLE-HA12-SP2-Pool
      

                	
                  http://smt.example.com/repo/SUSE/Products/SLE-HA/12-SP2/x86_64/product/

                
	
                  
       SLE-HA12-SP2-Updates
      

                	
                  http://smt.example.com/repo/SUSE/Updates/SLE-HA/12-SP2/x86_64/update/

                
	
                  
       SUSE-Enterprise-Storage-4-Pool
      

                	
                  http://smt.example.com/repo/SUSE/Products/Storage/4/x86_64/product/

                
	
                  
       SUSE-Enterprise-Storage-4-Updates
      

                	
                  http://smt.example.com/repo/SUSE/Updates/Storage/4/x86_64/update/

                



Table 5.4. SUSE Manager Repositories (Channels)
	
                  
       Repository
      

                	
                  
       URL
      

                
	
                  
       Mandatory Repositories
      

                
	
                  
       SLES12-SP2-Updates
      

                	
                  
       http://manager.example.com/ks/dist/child/sles12-sp2-updates-x86_64/sles12-sp2-x86_64/
      

                
	
                  
       SUSE-OpenStack-Cloud-7-Pool
      

                	
                  
       http://manager.example.com/ks/dist/child/suse-openstack-cloud-7-pool-x86_64/sles12-sp2-x86_64/
      

                
	
                  
       SUSE-OpenStack-Cloud-7--Updates
      

                	
                  
       http://manager.example.com/ks/dist/child/suse-openstack-cloud-7-updates-x86_64/sles12-sp2-x86_64/
      

                
	
                  
       Optional Repositories
      

                
	
                  
       SLE-HA12-SP2-Pool
      

                	
                  
       http://manager.example.com/ks/dist/child/sle-ha12-sp2-pool-x86_64/sles12-sp2-x86_64/
      

                
	
                  
       SLE-HA12-SP2-Updates
      

                	
                  
       http://manager.example.com/ks/dist/child/sle-ha12-sp2-updates-x86_64/sles12-sp2-x86_64/
      

                
	
                  
       SUSE-Enterprise-Storage-4-Pool
      

                	
                  
       http://manager.example.com/ks/dist/child/suse-enterprise-storage-2.1-pool-x86_64/sles12-sp2-x86_64/
      

                
	
                  
       SUSE-Enterprise-Storage-4-Updates
      

                	
                  
       http://manager.example.com/ks/dist/child/suse-enterprise-storage-4-updates-x86_64/sles12-sp2-x86_64/
      

                




  The following table shows the recommended default repository locations  to use when manually copying, synchronizing, or mounting the
  repositories. When choosing these locations, it is sufficient to set the
  repository location in YaST Crowbar to Custom. You do
  not need to specify a detailed location for each repository. Refer to the section called “Alternative Ways to Make the Repositories Available” and the section called “
          Repositories
        ” for details.
 
Table 5.5. Default Repository Locations on the Administration Server
	
                  
       Channel
      

                	
                  
       Directory on the Administration Server
      

                
	
                  
       Mandatory Repositories
      

                
	
                  
       SLES12-SP2-Pool
      

                	
                  
                    /srv/tftpboot/suse-12.2/x86_64/repos/SLES12-SP2-Pool/
                  

                
	
                  
       SLES12-SP2-Updates
      

                	
                  
                    /srv/tftpboot/suse-12.2/x86_64/repos/SLES12-SP2-Updates/
                  

                
	
                  
       SUSE-OpenStack-Cloud-7-Pool
      

                	
                  
                    /srv/tftpboot/suse-12.2/x86_64/repos/SUSE-OpenStack-Cloud-7-Pool/
                  

                
	
                  
       SUSE-OpenStack-Cloud-7-Updates
      

                	
                  
                    /srv/tftpboot/suse-12.2/x86_64/repos/SUSE-OpenStack-Cloud-7-Updates
                  

                
	
                  
       Optional Repositories
      

                
	
                  
       SLE-HA12-SP2-Pool
      

                	
                  
                    /srv/tftpboot/suse-12.2/x86_64/repos/SLE-HA12-SP2
                  

                
	
                  
       SLE-HA12-SP2-Updates
      

                	
                  
                    /srv/tftpboot/suse-12.2/x86_64/repos/SLE-HA12-SP2-Updates
                  

                
	
                  
       SUSE-Enterprise-Storage-4-Pool
      

                	
                  
                    /srv/tftpboot/suse-12.2/x86_64/repos/SUSE-Enterprise-Storage-4-Pool
                  

                
	
                  
       SUSE-Enterprise-Storage-4-Updates
      

                	
                  
                    /srv/tftpboot/suse-12.2/x86_64/repos/SUSE-Enterprise-Storage-4-Updates
                  

                




Chapter 6. Service Configuration:  Administration Server Network Configuration

Abstract

    Prior to starting the SUSE OpenStack Cloud Crowbar installation, make sure the first network
    interface (eth0) gets a
    fixed IP address from the admin network. A host and domain name
    also need to be provided. Other interfaces will be automatically
    configured during the SUSE OpenStack Cloud Crowbar installation.
   





  To configure the network interface proceed as follows:
 
	
    Start YaST+System+Network Settings.
   

	
    Switch to the Overview tab, select the interface
    with the Device identifier, eth0 and
    choose Edit.
   

	
    Switch to the Address tab and activate
    Statically Assigned IP Address. Provide an IPv4
    IP Address, a Subnet Mask, and a
    fully qualified Hostname. Examples in this book assume
    the default IP address of 192.168.124.10 and a network mask of
    255.255.255.0. Using a
    different IP address requires adjusting the Crowbar configuration in a
    later step as described in Chapter 7, Crowbar Setup.
   

	
    Check the settings on the General tab. The device needs
    to be activated At Boot Time. Confirm your settings
    with Next.
   

	
    Back on the Network Settings dialog, switch to the
    Routing tab and enter a Default IPv4
    Gateway. The address depends on whether you
    have provided an external gateway for the admin network. In that case, use the address
    of that gateway. If not, use xxx.xxx.xxx.1, for
    example, 192.168.124.1. Confirm your settings
    with OK.
   

	
    Choose Hostname/DNS from the Network
    Settings dialog and set the Hostname and
    Domain Name. Examples in this book assume     admin.cloud.example.com for the host/domain
    name.
   

    If the Administration Server has access to the outside, you can add additional name
    servers here that will automatically be used to forward requests. The
    Administration Server's name server will automatically be configured during the
    SUSE OpenStack Cloud Crowbar installation to forward requests for non-local records to those
    server(s).
   

	
    Last, check if the firewall is disabled. Return to YaST's main menu
    (YaST Control Center) and start Security and Users+Firewall. On Start-Up+Service Start, the firewall needs to be
    disabled. Confirm your settings with Next.
   



Administration Server Domain Name and Host name

   Setting up the SUSE OpenStack Cloud will also install a DNS server for all nodes in the
   cloud. The domain name you specify for the Administration Server will be used for the
   DNS zone. It is required to use a sub-domain such as
   cloud.example.com. See the section called “DNS and Host Names” for more information.
  

   The host name and the FQDN need to be resolvable with
   hostname-f. Double-check whether
   /etc/hosts contains an appropriate entry for the
   Administration Server. It should look like the following:
  
192.168.124.10 admin.cloud.example.com admin

   It is not possible to change the Administration Server host name
   or the FQDN after the SUSE OpenStack Cloud Crowbar installation has been completed.
  


Chapter 7. Crowbar Setup

Abstract

    The YaST Crowbar module enables you to configure all networks within the
    cloud, to set up additional repositories, and to manage the Crowbar users.
    This module should be launched before starting the SUSE OpenStack Cloud Crowbar installation. To start
    this module, either run yast crowbar or YaST+Miscellaneous+Crowbar.
   





          User Settings
        




   In this section, you can manage users for the Crowbar Web interface. The user
   crowbar (password
   crowbar) is preconfigured. Use the
   Add, Edit, and
   Delete buttons to manage user accounts. Users configured
   here have no relation to existing system users on the Administration Server.
  
Figure 7.1. YaST Crowbar Setup: User Settings
[image: YaST Crowbar Setup: User Settings]





          Networks
        




   Use the Networks tab to change the default network setup
   (described in the section called “Network”). Change the IP address
   assignment for each network under Edit Ranges. You may
   also add a bridge (Add Bridge) or a VLAN (Use
   VLAN, VLAN ID) to a network. Only change the
   latter two settings if you really know what you require; we recommend
   sticking with the defaults.
  
Figure 7.2. YaST Crowbar Setup: Network Settings
[image: YaST Crowbar Setup: Network Settings]


No Network Changes After Completing the SUSE OpenStack Cloud Crowbar installation

    After you have completed the SUSE OpenStack Cloud Crowbar installation, you cannot change the network
    setup. If you do need to change it, you must completely set up the
    Administration Server again.
   

VLAN Settings

    As of SUSE OpenStack Cloud 7, using a VLAN for the admin network is
    only supported on a native/untagged VLAN. If you need VLAN support for the
    admin network, it must be handled at switch level.
   

    When changing the network configuration with YaST or by editing
    /etc/crowbar/network.json, you can define VLAN
    settings for each network. For the networks nova-fixed
    and nova-floating, however, special rules apply:
   
nova-fixed: The USE
    VLAN setting will be ignored. However, VLANs will automatically
    be used if deploying Neutron with VLAN support (using the drivers
    linuxbridge, openvswitch plus VLAN, or cisco_nexus). In this case, you need
    to specify a correct VLAN ID for this network.
   
nova-floating: When using a VLAN for
    nova-floating (which is the default), the USE
    VLAN and VLAN ID settings for
    nova-floating and public default to
    the same.
   

    You have the option of separating public and floating networks with a
    custom configuration. Configure your own separate floating network (not as
    a subnet of the public network), and give the floating network its own
    router. For example, define nova-floating as part of an
    external network with a custom bridge-name. When you are
    using different networks and OpenVSwitch is configured, the pre-defined
    bridge-name won't work.
   


   Other, more flexible network mode setups, can be configured by manually
   editing the Crowbar network configuration files. See
   the section called “Custom Network Configuration” for more information.
   SUSE or a partner can assist you in creating a custom setup within the
   scope of a consulting services agreement. See
   http://www.suse.com/consulting/ for more information on
   SUSE consulting.
  
Separating the Admin and the BMC Network




    If you want to separate the admin and the BMC network, you must change the
    settings for the networks bmc and
    bmc_vlan. The bmc_vlan is used to
    generate a VLAN tagged interface on the Administration Server that can access the
    bmc network. The bmc_vlan needs to be
    in the same ranges as bmc, and bmc
    needs to have VLAN enabled.
   
Table 7.1. Separate BMC Network Example Configuration
	
                    

                  	
                    
         bmc
        

                  	
                    
         bmc_vlan
        

                  
	
                    
         Subnet
        

                  	
                    
                      192.168.128.0
                    

                  
	
                    
         Netmask
        

                  	
                    
                      255.255.255.0
                    

                  
	
                    
         Router
        

                  	
                    
                      192.168.128.1
                    

                  
	
                    
         Broadcast
        

                  	
                    
                      192.168.128.255
                    

                  
	
                    
         Host Range
        

                  	
                    192.168.128.10 -
         192.168.128.100

                  	
                    192.168.128.101 -
         192.168.128.101

                  
	
                    
         VLAN
        

                  	
                    
         yes
        

                  
	
                    
         VLAN ID
        

                  	
                    
         100
        

                  
	
                    
         Bridge
        

                  	
                    
         no
        

                  



Figure 7.3. YaST Crowbar Setup: Network Settings for the BMC Network
[image: YaST Crowbar Setup: Network Settings for the BMC Network]





          Network Mode
        




   On the Network Mode tab you can choose between
   single, dual, and
   team. In single mode, all traffic is handled by a single
   Ethernet card. Dual mode requires two Ethernet cards and separates traffic
   for private and public networks. See
   the section called “Network Modes” for details.
  

   Team mode is similar to single mode, except that you combine several
   Ethernet cards to a “bond”. It is required for an HA setup of SUSE OpenStack Cloud.
   When choosing this mode, you also need to specify a Bonding
   Policy. This option lets you define whether to focus on
   reliability (fault tolerance), performance (load balancing), or a
   combination of both. You can choose from the following modes:
  
	0 (balance-rr)
	
      Default mode in SUSE OpenStack Cloud. Packets are transmitted in round-robin
      fashion from the first to the last available interface. Provides fault
      tolerance and load balancing.
     

	1 (active-backup)
	
      Only one network interface is active. If it fails, a different interface
      becomes active. This setting is the default for SUSE OpenStack Cloud. Provides fault
      tolerance.
     

	2 (balance-xor)
	
      Traffic is split between all available interfaces based on the following
      policy: [(source MAC address XOR'd with destination MAC address
      XOR packet type ID) modulo slave count] Requires support from
      the switch. Provides fault tolerance and load balancing.
     

	3 (broadcast)
	
      All traffic is broadcast on all interfaces. Requires support from the
      switch. Provides fault tolerance.
     

	4 (802.3ad)
	
      Aggregates interfaces into groups that share the same speed and duplex
      settings. Requires ethtool support in the interface
      drivers, and a switch that supports and is configured for IEEE 802.3ad
      Dynamic link aggregation. Provides fault tolerance and load balancing.
     

	5 (balance-tlb)
	
      Adaptive transmit load balancing. Requires ethtool
      support in the interface drivers but no switch support. Provides fault
      tolerance and load balancing.
     

	6 (balance-alb)
	
      Adaptive load balancing. Requires ethtool support in
      the interface drivers but no switch support. Provides fault tolerance and
      load balancing.
     




   For a more detailed description of the modes, see
   https://www.kernel.org/doc/Documentation/networking/bonding.txt.
  
Setting Up a Bastion Network




    The Network Mode tab of the YaST Crowbar module also
    lets you set up a Bastion network. As outlined in
    the section called “Network”, one way to access the Administration Server
    from a defined external network is via a Bastion network and a second
    network card (as opposed to providing an external gateway).
   

    To set up the Bastion network, you need to have a static IP address for the
    Administration Server from the external network. The example configuration used below
    assumes that the external network from which to access the admin network
    has the following addresses. Adjust them according to your needs.
   
Table 7.2. Example Addresses for a Bastion Network
	
                    
         Subnet
        

                  	
                    
                      10.10.1.0
                    

                  
	
                    
         Netmask
        

                  	
                    
                      255.255.255.0
                    

                  
	
                    
         Broadcast
        

                  	
                    
                      10.10.1.255
                    

                  
	
                    
         Gateway
        

                  	
                    
                      10.10.1.1
                    

                  
	
                    
         Static Administration Server address
        

                  	
                    
                      10.10.1.125
                    

                  




    In addition to the values above, you need to enter the Physical
    Interface Mapping. With this value you specify the Ethernet card
    that is used for the bastion network. See
    the section called “Network Conduits” for details on the
    syntax. The default value ?1g2 matches the second
    interface (“eth1”) of the system.
   
Figure 7.4. YaST Crowbar Setup: Network Settings for the Bastion Network
[image: YaST Crowbar Setup: Network Settings for the Bastion Network]


No Network Changes After Completing the SUSE OpenStack Cloud Crowbar installation

     After you have completed the SUSE OpenStack Cloud Crowbar installation, you cannot change the network
     setup. If you do need to change it, you must completely set up the
     Administration Server again.
    

Accessing Nodes From Outside the Bastion Network

     The example configuration from above allows access to the SUSE OpenStack Cloud nodes
     from within the bastion network. If you want to
     access nodes from outside the bastion network, make the router for the
     bastion network the default router for the Administration Server. This is achieved by
     setting the value for the bastion network's Router
     preference entry to a lower value than the corresponding entry
     for the admin network. By default no router preference is set for the
     Administration Server—in this case, set the preference for the bastion network
     to 5.
    

     If you use a Linux gateway between the outside and the bastion network,
     you also need to disable route verification (rp_filter) on the Administration Server.
     Do so by running the following command on the Administration Server:
    
echo 0 > /proc/sys/net/ipv4/conf/all/rp_filter

     That command disables route verification for the current session, so the
     setting will not survive a reboot. Make it permanent by editing
     /etc/sysctl.conf and setting the value for
     net.ipv4.conf.all.rp_filter to 0.
    




          Repositories
        




   This dialog lets you announce the locations of the product, pool, and update
   repositories (see Chapter 5, Software Repository Setup for details). You can
   choose between four alternatives:
  
	
              Local SMT Server
            
	
      If you have an SMT server installed on the Administration Server as explained in
      Chapter 4, Installing and Setting Up an SMT Server on the Administration Server (Optional), choose this option. The repository
      details do not need to be provided as they will be configured
      automatically. This option will be applied by default if the repository
      configuration has not been changed manually.
     

	
              Remote SMT Server
            
	
      If you use a remote SMT for all repositories,
      choose this option and provide the Sever URL (in the
      form of http://smt.example.com). The repository
      details do not need to be provided, they will be configured
      automatically.
     

	
              SUSE Manager Server
            
	
      If you use a remote SUSE Manager server for all
      repositories, choose this option and provide the Sever
      URL (in the form of
      http://manager.example.com).
     

	Custom
	
      If you use different sources for your repositories or are using
      non-standard locations, choose this option and manually provide a
      location for each repository. This can either be a local directory
      (/srv/tftpboot/suse-12.2/x86_64/repos/SLES12-SP2-Pool/)
      or a remote location
      (http://manager.example.com/ks/dist/child/sles12-sp2-updates-x86_64/sles12-sp2-x86_64/).
      Activating Ask On Error ensures that you will be
      informed if a repository is not available during node deployment,
      otherwise errors will be silently ignored.
     

      The Add Repository dialog allows adding additional
      repositories. See
      Q: for
      instructions.
     
Default Locations

       If you have made the repositories available in the default locations on
       the Administration Server (see
       Table 5.5, “Default Repository Locations on the Administration Server” for a list),
       choose Custom and leave the Repository
       URL empty (default). The repositories will automatically be
       detected.
      




Figure 7.5. YaST Crowbar Setup: Repository Settings
[image: YaST Crowbar Setup: Repository Settings]



Custom Network Configuration




   To adjust the pre-defined network setup of SUSE OpenStack Cloud beyond the scope of
   changing IP address assignments (as described in
   Chapter 7, Crowbar Setup), modify the network barclamp
   template.
  

   The Crowbar network barclamp provides two functions for the system. The first
   is a common role to instantiate network interfaces on the Crowbar managed
   systems. The other function is address pool management. While the addresses
   can be managed with the YaST Crowbar module, complex network setups require
   to manually edit the network barclamp template file
   /etc/crowbar/network.json. This section explains the
   file in detail. Settings in this file are applied to all nodes in SUSE OpenStack Cloud.
   (See the section called “Matching Logical and Physical Interface Names with network-json-resolve” to learn how to verify
   your correct network interface names.)
  
No Network Changes After Completing the SUSE OpenStack Cloud Crowbar installation

    After you have completed the SUSE OpenStack Cloud Crowbar installation installation, you cannot change
    the network setup. If you do need to change it, you must completely set up
    the Administration Server again.
   

    The only exception to this rule is the interface map, which can be changed
    after setup. See the section called “Interface Map”
    for details.
   

Editing network.json




    The network.json file is located in
    /etc/crowbar/. The template has the following general
    structure:
   
{
   "attributes" : {
      "network" : {
         "mode" : "VALUE",
         "start_up_delay" : VALUE,
         "teaming" : { "mode": VALUE },[image: 1]
         "enable_tx_offloading" : VALUE,
         "enable_rx_offloading" : VALUE,
         "interface_map"[image: 2] : [
            ...
         ],
         "conduit_map"[image: 3] : [
            ...
         ],
         "networks"[image: 4] : {
            ...
         },
      }
   }
}
	[image: 1] 
	
      General attributes. Refer to
      the section called “Global Attributes” for details.
     

	[image: 2] 
	
      Interface map section. Defines the order in which the physical network
      interfaces are to be used. Refer to
      the section called “Interface Map” for details.
     

	[image: 3] 
	
      Network conduit section defining the network modes and the network
      interface usage. Refer to
      the section called “Network Conduits” for details.
     

	[image: 4] 
	
      Network definition section. Refer to
      the section called “Network Definitions” for details.
     



Order of Elements

     The order in which the entries in the network.json
     file appear may differ from the one listed above. Use your editor's search
     function to find certain entries.
    


Global Attributes




    The most important options to define in the global attributes section are
    the default values for the network and bonding modes. The following global
    attributes exist:
   
{
   "attributes" : {
      "network" : {
         "mode" : "single",[image: 1]
         "start_up_delay" : 30,[image: 2]
         "teaming" : { "mode": 5 },[image: 3]
         "enable_tx_offloading" : true, [image: 4]
         "enable_rx_offloading" : true, [image: 4]
         "interface_map" : [
            ...
         ],
         "conduit_map" : [
            ...
         ],
         "networks" : {
            ...
         },
      }
   }
}
	[image: 1] 
	
      Network mode. Defines the configuration name (or name space) to be used
      from the conduit_map (see
      the section called “Network Conduits”). Your choices are
      single, dual, or team.
     

	[image: 2] 
	
      Time (in seconds) the Chef-client waits for the network interfaces to
      come online before timing out.
     

	[image: 3] 
	
      Default bonding mode. For a list of available modes, see
      the section called “
          Network Mode
        ”.
     

	[image: 4] 
	
      Turn on/off TX and RX checksum offloading. If set to
      false, disable offloading by running ethtool
      -K and adding the setting to the respective ifcfg configuration
      file. If set to true, use the defaults of the network
      driver. If the network driver supports TX and/or RX checksum offloading
      and enables it by default, it will be used.
     

      Checksum offloading is set to true in
      network.json by default. It is recommended to keep
      this setting. If you experience problems, such as package losses, try
      disabling this feature by setting the value to false.
     
Change of the Default Value

       Starting with SUSE OpenStack Cloud, the default value for TX and RX checksum
       offloading changed from false to
       true.
      


      To check which defaults a network driver uses, run ethtool
      -k, for example:
     
tux > sudo ethtool -k eth0 | grep checksumming
rx-checksumming: on
tx-checksumming: on

      Note that if the output shows a value marked as
      [fixed], this value cannot be changed. For more
      information on TX and RX checksum offloading refer to your hardware
      vendor's documentation. Detailed technical information can also be
      obtained from
      https://www.kernel.org/doc/Documentation/networking/checksum-offloads.txt.
     




Interface Map




    By default, physical network interfaces are used in the order they appear
    under /sys/class/net/. If you want to apply a
    different order, you need to create an interface map where you can specify
    a custom order of the bus IDs. Interface maps are created for specific
    hardware configurations and are applied to all machines matching this
    configuration.
   
{
   "attributes" : {
      "network" : {
         "mode" : "single",
         "start_up_delay" : 30,
         "teaming" : { "mode": 5 },
         "enable_tx_offloading" : true ,
         "enable_rx_offloading" : true ,
         "interface_map" : [
            {
              "pattern" : "PowerEdge R610"[image: 1],
              "serial_number" : "0x02159F8E"[image: 2],
              "bus_order" : [[image: 3]
                "0000:00/0000:00:01",
                "0000:00/0000:00:03"
              ]
            }
            ...
         ],
         "conduit_map" : [
            ...
         ],
         "networks" : {
            ...
         },
      }
   }
}
	[image: 1] 
	
      Hardware specific identifier. This identifier can be obtained by running
      the command dmidecode-s
      system-product-name on the machine you want to identify. You can
      log in to a node during the hardware discovery phase (when booting the
      SLEShammer image) via the Administration Server.
     

	[image: 2] 
	
      Additional hardware specific identifier. This identifier can be used in
      case two machines have the same value for pattern, but
      different interface maps are needed. Specifying this parameter is
      optional (it is not included in the default
      network.json file). The serial number of a machine
      can be obtained by running the command dmidecode-s system-serial-number on the machine you want to
      identify.
     

	[image: 3] 
	
      Bus IDs of the interfaces. The order in which they are listed here
      defines the order in which Chef addresses the interfaces. The IDs can
      be obtained by listing the contents of
      /sys/class/net/.
     



PXE Boot Interface Must be Listed First

     The physical interface used to boot the node via PXE must always be listed
     first.
    

Interface Map Changes Allowed After Having Completed the SUSE OpenStack Cloud Crowbar Installation

     Contrary to all other sections in network.json, you
     can change interface maps after completing the SUSE OpenStack Cloud Crowbar installation. However, nodes
     that are already deployed and affected by these changes must be deployed
     again. Therefore, we do not recommend making changes to the interface map
     that affect active nodes.
    

     If you change the interface mappings after completing the SUSE OpenStack Cloud Crowbar installation you
     must not make your changes by editing
     network.json. You must rather use the Crowbar Web
     interface and open Barclamps+Crowbar+Network+Edit. Activate your changes by clicking
     Apply.
    


Interface Map Example




Example 7.1. Changing the Network Interface Order on a Machine with four NICs
	
       Get the machine identifier by running the following command on the
       machine to which the map should be applied:
      
~ # dmidecode -s system-product-name
AS 2003R


       The resulting string needs to be entered on the
       pattern line of the map. It is interpreted as a Ruby
       regular expression (see
       http://www.ruby-doc.org/core-2.0/Regexp.html for a
       reference). Unless the pattern starts with ^ and ends
       with $, a substring match is performed against the
       name returned from the above commands.
      

	
       List the interface devices in /sys/class/net to get
       the current order and the bus ID of each interface:
      

~ # ls -lgG /sys/class/net/ | grep eth
lrwxrwxrwx 1 0 Jun 19 08:43 eth0 -> ../../devices/pci0000:00/0000:00:1c.0/0000:09:00.0/net/eth0
lrwxrwxrwx 1 0 Jun 19 08:43 eth1 -> ../../devices/pci0000:00/0000:00:1c.0/0000:09:00.1/net/eth1
lrwxrwxrwx 1 0 Jun 19 08:43 eth2 -> ../../devices/pci0000:00/0000:00:1c.0/0000:09:00.2/net/eth2
lrwxrwxrwx 1 0 Jun 19 08:43 eth3 -> ../../devices/pci0000:00/0000:00:1c.0/0000:09:00.3/net/eth3


       The bus ID is included in the path of the link target—it is the
       following string: ../../devices/pciBUS
       ID/net/eth0

	
       Create an interface map with the bus ID listed in the order the
       interfaces should be used. Keep in mind that the interface from which
       the node is booted using PXE must be listed first. In the following
       example the default interface order has been changed to
       eth0,
       eth2,
       eth1 and
       eth3.
      
{
   "attributes" : {
      "network" : {
         "mode" : "single",
         "start_up_delay" : 30,
         "teaming" : { "mode": 5 },
         "enable_tx_offloading" : true,
         "enable_rx_offloading" : true,
         "interface_map" : [
            {
              "pattern" : "AS 2003R",
              "bus_order" : [
                "0000:00/0000:00:1c.0/0000:09:00.0",
                "0000:00/0000:00:1c.0/0000:09:00.2",
                "0000:00/0000:00:1c.0/0000:09:00.1",
                "0000:00/0000:00:1c.0/0000:09:00.3"
              ]
            }
            ...
         ],
         "conduit_map" : [
            ...
         ],
         "networks" : {
            ...
         },
      }
   }
}






Network Conduits




    Network conduits define mappings for logical interfaces—one or more
    physical interfaces bonded together. Each conduit can be identified by a
    unique name, the pattern. This pattern is also called
    “Network Mode” in this document.
   

    Three network modes are available:
   
	single: Only use the first interface for
    all networks. VLANs will be added on top of this single interface.
   
	dual: Use the first interface as the admin
    interface and the second one for all other networks. VLANs will be added
    on top of the second interface.
   
	team: Bond the first two or more
    interfaces. VLANs will be added on top of the bond.
   


    See the section called “Network Modes” for detailed descriptions.
    Apart from these modes a fallback mode ".*/.*/.*" is
    also pre-defined—it is applied in case no other mode matches the one
    specified in the global attributes section. These modes can be adjusted
    according to your needs. It is also possible to define a custom mode.
   

    The mode name that is specified with mode in the global
    attributes section is deployed on all nodes in SUSE OpenStack Cloud. It is not possible
    to use a different mode for a certain node. However, you can define
    “sub” modes with the same name that only match the following
    machines:
   
	
      Machines with a certain number of physical network interfaces.
     

	
      Machines with certain roles (all Compute Nodes for example).
     



{
   "attributes" : {
      "network" : {
         "mode" : "single",
         "start_up_delay" : 30,
         "teaming" : { "mode": 5 },
         "enable_tx_offloading" : true,
         "enable_rx_offloading" : true,
         "interface_map" : [
            ...
         ],
         "conduit_map" : [
            {
              "pattern" : "single/.*/.*"[image: 1],
              "conduit_list" : {
                "intf2"[image: 2] : {
                  "if_list" : ["1g1","1g2"][image: 3],
                  "team_mode" : 5[image: 4]
                },
                "intf1" : {
                  "if_list" : ["1g1","1g2"],
                  "team_mode" : 5
                },
                "intf0" : {
                  "if_list" : ["1g1","1g2"],
                  "team_mode" : 5
                }
              }
            },
         ...
         ],
         "networks" : {
            ...
         },
      }
   }
}
	[image: 1] 
	
      This line contains the pattern definition for the
      conduit_map. The value for pattern must have the
      following form:
     
MODE_NAME/NUMBER_OF_NICS/NODE_ROLE

      Each field in the pattern is interpreted as a Ruby regular expression
      (see http://www.ruby-doc.org/core-2.0/Regexp.html
      for a reference).
     
	mode_name
      
	
         Name of the network mode. This string is used to reference the mode
         from the general attributes section.
        

	number_of_nics
      
	
         Normally it is not possible to apply different network modes to
         different roles—you can only specify one mode in the global
         attributes section. However, it does not make sense to apply a network
         mode that bonds three interfaces on a machine with only two physical
         network interfaces. This option enables you to create modes for nodes
         with a given number of interfaces.
        

	node_role
      
	
         This part of the pattern lets you create matches for a certain node
         role. This enables you to create network modes for certain roles, for
         example the Compute Nodes (role: nova-compute) or the
         Swift nodes (role: swift-storage). See
         Example 7.3, “Network Modes for Certain Roles” for the full list of roles.
        




	[image: 2] 
	
      The logical network interface definition. Each conduit list must contain
      at least one such definition. This line defines the name of the logical
      interface. This identifier must be unique and will also be referenced in
      the network definition section. We recommend sticking with the
      pre-defined naming scheme: intf0 for “Interface
      0”, intf1 for “Interface 1”, etc.
      If you change the name (not recommended), you also need to change all
      references in the network definition section.
     

	[image: 3] 
	
      This line maps one or more physical interfaces to
      the logical interface. Each entry represents a physical interface. If
      more than one entry exists, the interfaces are bonded—either with
      the mode defined in the team_mode attribute of this
      conduit section. Or, if that is not present, by the globally defined
      teaming attribute.
     

      The physical interfaces definition needs to fit the following pattern:
     
[Quantifier][Speed][Order]

      Valid examples are +1g2, 10g1 or
      ?1g2.
     
	Quantifier
	
         Specifying the quantifier is optional. The following values may be
         entered:
        
	+: at least the speed specified afterwards
        (specified value or higher)
	-: at most the speed specified afterwards
        (specified value or lower)
	?: any speed (speed specified afterwards is
        ignored)


         If no quantifier is specified, the exact speed specified is used.
        

	Speed
	
         Specifying the interface speed is mandatory (even if using the
         ? quantifier). The following values may be entered:
        
	10m: 10 Mbit
	100m: 100 Mbit
	1g: 1 Gbit
	10g: 10 Gbit
	20g: 20 Gbit
	40g: 40 Gbit
	56g: 56 Gbit


	Order
	
         Position in the interface order. Specifying this value is mandatory.
         The interface order is defined by the order in which the interfaces
         appear in /sys/class/net (default) or, if it
         exists, by an interface map. The order is also linked to the speed in
         this context:
        
	1g1: the first 1Gbit interface
	+1g1: the first 1Gbit or 10Gbit
        interface. Crowbar will take the first 1Gbit interface. Only if such an
        interface does not exist, it will take the first 10Gbit interface
        available.
	?1g3: the third 1Gbit, 10Gbit, 100Mbit or
        10Mbit interface. Crowbar will take the third 1Gbit interface. Only if
        such an interface does not exist, it will take the third 10Gbit
        interface, then the third 100Mbit or 10Mbit interface.

Ordering Numbers

          Ordering numbers start with 1 rather than with
          0.
         

          Each interfaces that supports multiple speeds is referenced by
          multiple names—one for each speed it supports. A 10Gbit
          interface is therefore represented by four names:
          10gX,
          1gX,
          100mX,
          10mX, where
          X is the ordering number.
         

          Ordering numbers always start with 1 and are
          assigned ascending for each speed, for example
          1g1, 1g2, and
          1g3. Numbering starts with the first physical
          interface. On systems with network interfaces supporting different
          maximum speeds, ordering numbers for the individual speeds differ, as
          the following example shows:
         
	
          100Mbit (first interface): 100m1,
          10m1
	
          1Gbit (second interface): 1g1,
          100m2, 10m2
	
          10Gbit (third interface): 10g1,
          1g2, 100m3,
          10m3


          In this example the pattern ?1g3 would match
          100m3, since no third 1Gbit or 10Gbit interface
          exist.
         





	[image: 4] 
	
      The bonding mode to be used for this logical interface. Overwrites the
      default set in the global attributes section for this
      interface. See
      https://www.kernel.org/doc/Documentation/networking/bonding.txt
      for a list of available modes. Specifying this option is
      optional—if not specified here, the global setting applies.
     




Network Conduit Examples




Example 7.2. Network Modes for Different NIC Numbers

     The following example defines a team network mode for nodes with 6, 3, and
     an arbitrary number of network interfaces. Since the first mode that
     matches is applied, it is important that the specific modes (for 6 and 3
     NICs) are listed before the general mode:
    
{
   "attributes" : {
      "network" : {
         "mode" : "single",
         "start_up_delay" : 30,
         "teaming" : { "mode": 5 },
         "enable_tx_offloading" : true,
         "enable_rx_offloading" : true,
         "interface_map" : [
            ...
         ],
         "conduit_map" : [
           {
              "pattern" : "single/6/.*",
              "conduit_list" : {
                ...
              }
            },
            {
              "pattern" : "single/3/.*",
              "conduit_list" : {
                ...
              }
            },
            {
              "pattern" : "single/.*/.*",
              "conduit_list" : {
                ...
              }
            },
            ...
         ],
         "networks" : {
            ...
         },
      }
   }
}


Example 7.3. Network Modes for Certain Roles

     The following example defines network modes for Compute Nodes with four
     physical interfaces, the Administration Server (role crowbar), the
     Control Node, and a general mode applying to all other nodes.
    
{
   "attributes" : {
      "network" : {
         "mode" : "team",
         "start_up_delay" : 30,
         "teaming" : { "mode": 5 },
         "enable_tx_offloading" : true,
         "enable_rx_offloading" : true,
         "interface_map" : [
            ...
         ],
         "conduit_map" : [
          {
            "pattern" : "team/4/nova-compute",
            "conduit_list" : {
              ...
            }
            },
            {
              "pattern" : "team/.*/^crowbar$",
              "conduit_list" : {
                ...
              }
            },
            {
              "pattern" : "team/.*/nova-controller",
              "conduit_list" : {
                ...
              }
            },
            {
              "pattern" : "team/.*/.*",
              "conduit_list" : {
                ...
              }
            },
            ...
         ],
         "networks" : {
            ...
         },
      }
   }
}

     The following values for node_role can be used:
    
	
                ceilometer-polling
              
	
                ceilometer-server
              
	
                ceph-calamari
              
	
                ceph-mon
              
	
                ceph-osd
              
	
                ceph-radosgw
              
	
                cinder-controller
              
	
                cinder-volume
              
	
                crowbar
              
	
                database-server
              
	
                glance-server
              
	
                heat-server
              
	
                horizon-server
              
	
                keystone-server
              
	
                manila-server
              
	
                manila-share
              
	
                monasca-agent
              
	
                monasca-log-agent
              
	
                monasca-master
              
	
                monasca-server
              
	
                neutron-network
              
	
                neutron-server
              
	
                nova-controller
              
	
                nova-compute-*
              
	
                rabbitmq-server
              
	
                trove-server
              
	
                swift-dispersion
              
	
                swift-proxy
              
	
                swift-ring-compute
              
	
                swift-storage
              


     The role crowbar refers to the Administration Server.
    


The crowbar and Pattern Matching

     As explained in Example 7.4, “Network Modes for Certain Machines”, each node has an
     additional, unique role named crowbar-FULLY
     QUALIFIED HOSTNAME.
    

     All three elements of the value of the pattern line
     are read as regular expressions. Therefore using the pattern
     mode-name/.*/crowbar will
     match all nodes in your installation. crowbar is
     considered a substring and therefore will also match all strings
     crowbar-FULLY QUALIFIED
     HOSTNAME. As a consequence, all subsequent map
     definitions will be ignored. To make sure this does not happen, you must
     use the proper regular expression ^crowbar$:
     mode-name/.*/^crowbar$.
    

Example 7.4. Network Modes for Certain Machines

     Apart from the roles listed under Example 7.3, “Network Modes for Certain Roles”, each
     node in SUSE OpenStack Cloud has a unique role, which lets you create modes matching
     exactly one node. Each node can be addressed by its unique role name in
     the pattern entry of the
     conduit_map.
    

     The role name depends on the fully qualified host name (FQHN) of the
     respective machine. The role is named after the scheme
     crowbar-FULLY QUALIFIED
     HOSTNAME where colons are replaced with dashes,
     and periods are replaced with underscores. The FQHN depends on whether the
     respective node was booted via PXE or not.
    

     To determine the host name of a node, log in to the Crowbar Web interface and got to
     Nodes+Dashboard. Click the respective node name to get detailed data for the
     node. The FQHN is listed first under Full Name.
    
	Role Names for Nodes Booted via PXE
	
        The FULLY QUALIFIED HOSTNAME for nodes
        booted via PXE is composed of the following: a prefix 'd', the MAC
        address of the network interface used to boot the node via PXE, and the
        domain name as configured on the Administration Server. A machine with the fully
        qualified host name
        d1a-12-05-1e-35-49.cloud.example.com would get the
        following role name:
       
crowbar-d1a-12-05-1e-35-49_cloud_example_com

	Role Names for the Administration Server and Nodes Added Manually
	
        The fully qualified hostnames of the Administration Server and all nodes added
        manually (as described in
        the section called “Converting Existing SUSE Linux Enterprise Server 12 SP2 Machines Into SUSE OpenStack Cloud Nodes”) are
        defined by the system administrator. They typically have the form
        hostname+domain, for example
        admin.cloud.example.com, which would
        result in the following role name:
       
crowbar-admin_cloud_example_com




     Network mode definitions for certain machines must be listed first in the
     conduit map. This prevents other, general rules which would also map from
     being applied.
    
{
   "attributes" : {
      "network" : {
         "mode" : "dual",
         "start_up_delay" : 30,
         "teaming" : { "mode": 5 },
         "enable_tx_offloading" : true,
         "enable_rx_offloading" : true,
         "interface_map" : [
            ...
         ],
         "conduit_map" : [
          {
            "pattern" : "dual/.*/crowbar-d1a-12-05-1e-35-49_cloud_example_com",
            "conduit_list" : {
               ...
            }
          },
            ...
         ],
         "networks" : {
            ...
         },
      }
   }
}



Network Definitions




    The network definitions contain IP address assignments, the bridge and VLAN
    setup, and settings for the router preference. Each network is also
    assigned to a logical interface defined in the network conduit section. In
    the following the network definition is explained using the example of the
    admin network definition:
   
{
   "attributes" : {
      "network" : {
         "mode" : "single",
         "start_up_delay" : 30,
         "teaming" : { "mode": 5 },
         "enable_tx_offloading" : true,
         "enable_rx_offloading" : true,
         "interface_map" : [
            ...
         ],
         "conduit_map" : [
             ...
         ],
         "networks" : {
           "admin" : {
             "conduit" : "intf0"[image: 1],
             "add_bridge" : false[image: 2],
             "use_vlan" : false[image: 3],
             "vlan" : 100[image: 4],
             "router_pref" : 10[image: 5],
             "subnet" : "192.168.124.0"[image: 6],
             "netmask" : "255.255.255.0",
             "router" : "192.168.124.1",
             "broadcast" : "192.168.124.255",
             "ranges" : {
               "admin" : {
                 "start" : "192.168.124.10",
                 "end" : "192.168.124.11"
               },
               "switch" : {
                 "start" : "192.168.124.241",
                 "end" : "192.168.124.250"
               },
               "dhcp" : {
                 "start" : "192.168.124.21",
                 "end" : "192.168.124.80"
               },
               "host" : {
                 "start" : "192.168.124.81",
                 "end" : "192.168.124.160"
               }
             }
           },
           "nova_floating": {
             "add_ovs_bridge": false[image: 7],
             "bridge_name": "br-public"[image: 8],
             ....
           }
         ...
         },
      }
   }
}
	[image: 1] 
	
      Logical interface assignment. The interface must be defined in the
      network conduit section and must be part of the active network mode.
     

	[image: 2] 
	
      Bridge setup. Do not touch. Should be false for all
      networks.
     

	[image: 3] 
	
      Create a VLAN for this network. Changing this setting is not recommended.
     

	[image: 4] 
	
      ID of the VLAN. Change this to the VLAN ID you intend to use for the
      specific network, if required. This setting can also be changed using the
      YaST Crowbar interface. The VLAN ID for the
      nova-floating network must always match the ID for the
      public network.
     

	[image: 5] 
	
      Router preference, used to set the default route. On nodes hosting
      multiple networks the router with the lowest
      router_pref becomes the default gateway. Changing this
      setting is not recommended.
     

	[image: 6] 
	
      Network address assignments. These values can also be changed by using
      the YaST Crowbar interface.
     

	[image: 7] 
	
      Openvswitch virtual switch setup. This attribute is maintained by Crowbar
      on a per-node level and should not be changed manually.
     

	[image: 8] 
	
      Name of the openvswitch virtual switch. This attribute is maintained by
      Crowbar on a per-node level and should not be changed manually.
     



VLAN Settings

     As of SUSE OpenStack Cloud 7, using a VLAN for the admin network is
     only supported on a native/untagged VLAN. If you need VLAN support for the
     admin network, it must be handled at switch level.
    

     When changing the network configuration with YaST or by editing
     /etc/crowbar/network.json, you can define VLAN
     settings for each network. For the networks nova-fixed
     and nova-floating, however, special rules apply:
    
nova-fixed: The USE
     VLAN setting will be ignored. However, VLANs will automatically
     be used if deploying Neutron with VLAN support (using the plugins
     linuxbridge, openvswitch plus VLAN, or cisco plus VLAN). In this case, you
     need to specify a correct VLAN ID for this network.
    
nova-floating: When using a VLAN for
     nova-floating (which is the default), the USE
     VLAN and VLAN ID settings for
     nova-floating and public default to
     the same.
    

     You have the option of separating public and floating networks with a
     custom configuration. Configure your own separate floating network (not as
     a subnet of the public network), and give the floating network its own
     router. For example, define nova-floating as part of an
     external network with a custom bridge-name. When you
     are using different networks and OpenVSwitch is configured, the
     pre-defined bridge-name won't work.
    


Providing Access to External Networks




    By default, external networks cannot be reached from nodes in the SUSE OpenStack Cloud.
    To access external services such as a SUSE Manager server, an SMT server, or
    a SAN, you need to make the external network(s) known to SUSE OpenStack Cloud. Do so by
    adding a network definition for each external network to
    /etc/crowbar/network.json. Refer to
    the section called “Custom Network Configuration” for setup
    instructions.
   
Example 7.5. Example Network Definition for the External Network 192.168.150.0/16
            "external" : {
               "add_bridge" : false,
               "vlan" : XXX,
               "ranges" : {
                  "host" : {
                     "start" : "192.168.150.1",
                     "end" : "192.168.150.254"
                  }
               },
               "broadcast" : "192.168.150.255",
               "netmask" : "255.255.255.0",
               "conduit" : "intf1",
               "subnet" : "192.168.150.0",
               "use_vlan" : true
            }



    Replace the value XXX for the VLAN by a value
    not used within the SUSE OpenStack Cloud network and not used by Neutron. By default,
    the following VLANs are already used:
   
Table 7.3. VLANs used by the SUSE OpenStack Cloud Default Network Setup
	
                    
         VLAN ID
        

                  	
                    
         Used by
        

                  
	
                    
         100
        

                  	
                    
         BMC VLAN (bmc_vlan)
        

                  
	
                    
         200
        

                  	
                    
         Storage Network
        

                  
	
                    
         300
        

                  	
                    
         Public Network (nova-floating, public)
        

                  
	
                    
         400
        

                  	
                    
         Software-defined network (os_sdn)
        

                  
	
                    
         500
        

                  	
                    
         Private Network (nova-fixed)
        

                  
	
                    
         501 - 2500
        

                  	
                    
         Neutron (value of nova-fixed plus 2000)
        

                  




Split Public and Floating Networks on Different VLANs




    For custom setups, the public and floating networks can be separated.
    Configure your own separate floating network (not as a subnet of the public
    network), and give the floating network its own router. For example, define
    nova-floating as part of an external network with a
    custom bridge-name. When you are using different
    networks and OpenVSwitch is configured, the pre-defined
    bridge-name won't work.
   

Adjusting the Maximum Transmission Unit for the Admin and Storage Network




    If you need to adjust the Maximum Transmission Unit (MTU) for the Admin
    and/or Storage Network, adjust
    /etc/crowbar/network.json as shown below. You can also
    enable jumbo frames this way by setting the MTU to 9000. The following
    example enables jumbo frames for both, the storage and the admin network by
    setting "mtu": 9000.
   
        "admin": {
          "add_bridge": false,
          "broadcast": "192.168.124.255",
          "conduit": "intf0",
          "mtu": 9000,
          "netmask": "255.255.255.0",
          "ranges": {
            "admin": {
              "end": "192.168.124.11",
              "start": "192.168.124.10"
            },
            "dhcp": {
              "end": "192.168.124.80",
              "start": "192.168.124.21"
            },
            "host": {
              "end": "192.168.124.160",
              "start": "192.168.124.81"
            },
            "switch": {
              "end": "192.168.124.250",
              "start": "192.168.124.241"
            }
          },
          "router": "192.168.124.1",
          "router_pref": 10,
          "subnet": "192.168.124.0",
          "use_vlan": false,
          "vlan": 100
        },
        "storage": {
          "add_bridge": false,
          "broadcast": "192.168.125.255",
          "conduit": "intf1",
          "mtu": 9000,
          "netmask": "255.255.255.0",
          "ranges": {
            "host": {
              "end": "192.168.125.239",
              "start": "192.168.125.10"
            }
          },
          "subnet": "192.168.125.0",
          "use_vlan": true,
          "vlan": 200
        },
No Network Changes After Completing the SUSE OpenStack Cloud Crowbar installation

     After you have completed the SUSE OpenStack Cloud Crowbar installation, you cannot change the network
     setup, and you cannot change the MTU size.
    


Matching Logical and Physical Interface Names with network-json-resolve




    SUSE OpenStack Cloud includes a new script, network-json-resolve,
    which matches the physical and logical names of network interfaces, and
    prints them to stdout. Use this to verify that you are using the correct
    interface names in network.json. Note that it will
    only work if OpenStack nodes have been deployed. The following command
    prints a help menu:
   

            sudo /opt/dell/bin/network-json-resolve -h
          
network-json-resolve reads your deployed
    network.json file. To use a different
    network.json file, specify its full path with the
    --network-json option. The following example shows how
    to use a different network.json file, and prints the
    interface mappings of a single node:
   
sudo /opt/dell/bin/network-json-resolve --network-json /opt/configs/network.json aliases compute1
 eth0: 0g1, 1g1
 eth1: 0g1, 1g1


    You may query the mappings of a specific network interface:
   
sudo /opt/dell/bin/network-json-resolve aliases compute1 eth0
 eth0: 0g1, 1g1


    Print the bus ID order on a node. This returns no bus order
    defined for node if you did not
    configure any bus ID mappings:
   

            sudo /opt/dell/bin/network-json-resolve bus_order compute1
          

    Print the defined conduit map for the node:
   
sudo /opt/dell/bin/network-json-resolve conduit_map compute1
bastion: ?1g1
intf0: ?1g1
intf1: ?1g1
intf2: ?1g1


    Resolve conduits to the standard interface names:
   
sudo /opt/dell/bin/network-json-resolve conduits compute1
bastion:
intf0: eth0
intf1: eth0
intf2: eth0


    Resolve the configured networks on a node to the standard interface names:
   
sudo /opt/dell/bin/network-json-resolve networks compute1
bastion:
bmc_vlan:  eth0
nova_fixed: eth0
nova_floating: eth0
os_sdn: eth0
public: eth0
storage: eth0


    Resolve the specified network to the standard interface name(s):
   
sudo /opt/dell/bin/network-json-resolve networks compute1 public
   public: eth0


    Resolve a network.json-style interface to its standard
    interface name(s):
   
sudo /opt/dell/bin/network-json-resolve resolve compute1 1g1
 eth0



Chapter 8. Starting the SUSE OpenStack Cloud Crowbar installation

Abstract

    The last step in configuring the Administration Server is starting Crowbar.
   





   Before starting the SUSE OpenStack Cloud Crowbar installation to finish the configuration
   of the Administration Server, make sure to double-check the following items.
  
Final Check Points
	
     Make sure the network configuration is correct. Run YaST+Crowbar
     to review/change the configuration. See
     Chapter 7, Crowbar Setup for further instructions.
    
An HA Setup Requires Team Network Mode

      If you are planning to make SUSE OpenStack Cloud highly available, whether upon the
      initial setup or later, set up the
      network in the team mode. Such a setup requires at least two network
      cards for each node.
     


	
     Make sure hostname-f returns a
     fully qualified host name. See
     Chapter 6, Service Configuration:  Administration Server Network Configuration for further instructions.
    

	
     Make sure all update and product repositories are available. See
     Chapter 5, Software Repository Setup for further instructions.
    

	
     Make sure the operating system and SUSE OpenStack Cloud are up-to-date and
     have the latest patches installed. Run zypper patch
     to install them.
    

	
     To use the Web interface for the SUSE OpenStack Cloud Crowbar installation you need network access to
     the Administration Server via a second network interface. As the network will be
     reconfigured during the SUSE OpenStack Cloud Crowbar installation, make sure to either have a bastion
     network or an external gateway configured. (For details on bastion
     networks, see the section called “Setting Up a Bastion Network”.)
    




   Now everything is in place to finally set up Crowbar and install the
   Administration Server. Crowbar requires a PostgreSQL database—you can either create
   one on the Administration Server or use an existing PostgreSQL database on a remote
   server.
  
Procedure 8.1. Setting up Crowbar with a Local Database
	
     Start Crowbar:
    
sudo systemctl start crowbar-init

	
     Create a new database on the Administration Server. By default the credentials
     crowbar/crowbar are used:
    
crowbarctl database create

     To use a different user name and password, run the following command
     instead:
    
crowbarctl database create \
--db_username=USERNAME --db_password=PASSWORD

     Run crowbarctl database help create for help and more
     information.
    



Procedure 8.2. Setting up Crowbar with a Remote PostgreSQL Database
	
     Start Crowbar:
    
sudo systemctl start crowbar-init

	
     Make sure a user account that can be used for the Crowbar database exists
     on the remote PostgreSQL database. If not, create such an account.
    

	
     Test the database connection using the credentials from the previous
     step:
    
crowbarctl database test --db-username=USERNAME \
--db-password=PASSWORD --database=DBNAME \
--host=IP_or_FQDN --port=PORT

     You need to be able to successfully connect to the database before you
     can proceed. Run crowbarctl database help test for
     help and more information.
    

	
     To connect to the database, use the following command:
    
crowbarctl database connect --db-username=USERNAME \
--db-password=PASSWORD --database=DBNAME \
--host=IP_or_FQDN --port=PORT

     Run crowbarctl database help connect for help and more
     information.
    




   After the database is successfully created and you can connect to it, access
   the Web interface from a Web browser, using the following address:
   
http://ADDRESS

   Replace ADDRESS either with the IP address of the
   second network interface or its associated host name.  Logging in to the
   Web interface requires the credentials you configured with YaST Crowbar (see the section called “
          User Settings
        ”). If you have not changed the
   defaults, user name and password are both crowbar. Refer
   to Chapter 9, The Crowbar Web Interface for details.
  

    The Web interface shows the SUSE OpenStack Cloud installation wizard. Click Start
    Installation to begin. The installation progress is shown in the
    Web interface:
   
Figure 8.1. The SUSE OpenStack Cloud Crowbar installation Web interface
[image: The SUSE OpenStack Cloud Crowbar installation Web interface]



    If the installation has successfully finished, you will be
    redirected to the Crowbar Dashboard:
   
Figure 8.2. Crowbar Web Interface: The Dashboard
[image: Crowbar Web Interface: The Dashboard]



    From here you can start allocating nodes and then deploy the OpenStack
    services. Refer to Part III, “Setting Up OpenStack Nodes and Services” for more information.
   

Part III. Setting Up OpenStack Nodes and Services




Chapter 9. The Crowbar Web Interface

Abstract
The Crowbar Web interface runs on the Administration Server. It provides an
    overview of the most important deployment details in your cloud. This includes a
    view of the nodes and which roles are deployed on which nodes, and the
    barclamp proposals that can be edited and deployed. In addition, the
    Crowbar Web interface shows details about the networks and switches in your
    cloud. It also provides graphical access to tools for managing
    your repositories, backing up or restoring the Administration Server, exporting the
    Chef configuration, or generating a supportconfig TAR
    archive with the most important log files.




Crowbar API Documentation

   You can access the Crowbar API documentation from the following static page:
   http://CROWBAR_SERVER/apidoc.
  

    The documentation contains information about the crowbar API endpoints and
    its parameters, including response examples, possible errors (and their
    HTTP response codes), parameter validations, and required headers.
   

Logging In



 The Crowbar Web interface uses the HTTP protocol and port
   80. 
Procedure 9.1. Logging In to the Crowbar Web Interface
	 On any machine, start a Web browser and make sure that JavaScript and
     cookies are enabled.

	 As URL, enter the IP address of the Administration Server, for example:
http://192.168.124.10/

	Log in as user
     crowbar. If you have not changed
     the password, it is crowbar by default.
    



Procedure 9.2. Changing the Password for the Crowbar Web Interface
	After logging in to the Crowbar Web interface, select Barclamps+Crowbar.

	Select the Crowbar barclamp entry and
    Edit the proposal.

	In the Attributes section, click
      Raw to edit the configuration file.

	Search for the following entry:
"crowbar": {
     "password": "crowbar"

	Change the password.
      

	Confirm your change by clicking Save and
     Apply.





Overview: Main Elements



After logging in to Crowbar, you will see a navigation bar at the
   top-level row. Its menus and the respective views are described in the
   following sections.
Figure 9.1. Crowbar UI—Dashboard (Main Screen)
[image: Crowbar UI—Dashboard (Main Screen)]


Nodes



	
                Dashboard
              
	This is the default view after logging in to the Crowbar
       Web interface. The Dashboard shows the groups (which you can create to
       arrange nodes according to their purpose), which nodes belong to each
       group, and which state the nodes and groups are in. In addition, the
       total number of nodes is displayed in the top-level row.
The color of the dot in front of each node or group indicates the status. If the dot for
       a group shows more than one color, hover the mouse pointer over the dot to view the total
       number of nodes and the statuses they are in.
	Gray means the node is being discovered by the Administration Server, or that there is no
         up-to-date information about a deployed node. If the status is shown for a node longer than
         expected, check if the chef-client is still running on the node.

	
         Yellow means the node has been successfully
         Discovered. As long as the node has not been
         allocated the dot will flash. A solid (non-flashing) yellow dot
         indicates that the node has been allocated, but installation has not
         yet started.
        

	
         Flashing from yellow to green means the node has been allocated and is
         currently being installed.
        

	Solid green means the node is in status Ready.
        

	Red means the node is in status Problem.



During the initial state of the setup, the Dashboard only shows
       one group called sw_unknown into which the
       Administration Server is automatically sorted. Initially, all nodes (except
       the Administration Server) are listed with their MAC address as a name.
       However, we recommend creating an alias for each node. This makes
       it easier to identify the node in the admin network and on the
       Dashboard. For details on how to create groups, how to assign nodes
       to a group, and how to create node aliases, see the section called “Node Installation”.

	
                Bulk Edit
              
	This screen allows you to edit multiple nodes at once instead of
       editing them individually. It lists all nodes, including
        Name (in form of the MAC address),
Hardware configuration, Alias (used within the admin network),
        Public Name (name used outside of the SUSE OpenStack Cloud
       network), Group, Intended
        Role, Platform (the operating
       system that is going to be installed on the node),
        License (if available), and allocation
       status. You can toggle the list view between Show
        unallocated or Show all nodes.
For details on how to fill in the data for all nodes and how to
       start the installation process, see the section called “Node Installation”.

	
                HA Clusters
              
	This menu entry only appears if your cloud contains a High Availability setup. The overview
       shows all clusters in your setup, including the Nodes that are members of
       the respective cluster and the Roles assigned to the cluster. It also
       shows if a cluster contains Remote Nodes and which roles are assigned to
       the remote nodes.

	
                Actives Roles
              
	This overview shows which roles have been deployed on which
       node(s). The roles are grouped according to the service to which they
       belong. You cannot edit anything here. To change role deployment, you
       need to edit and redeploy the appropriate barclamps as described in
        Chapter 11, Deploying the OpenStack Services.




Barclamps



	
                All Barclamps
              
	This screen shows a list of all available barclamp proposals, including
       their Status, Name, and a short
       Description. From here, you can
       Edit individual barclamp
       proposals as described in the section called “Deploying Barclamp Proposals”.
      

	
                Crowbar
              
	This screen only shows the barclamps that are included with the core
       Crowbar framework. They contain general recipes for setting up and
       configuring all nodes. From here, you can Edit
       individual barclamp proposals.

	
                
                  OpenStack
                
              
	This screen only shows the barclamps that are dedicated to OpenStack
       service deployment and configuration.  From here, you can
       Edit individual barclamp
       proposals. 

	
                Deployment Queue
              
	If barclamps are applied to one or more nodes that are not yet
       available for deployment (for example, because they are rebooting or have
       not been fully installed yet), the proposals will be put in a queue. This
       screen shows the proposals that are Currently deploying
       or Waiting in queue.




Utilities



	
                Exported Items
              
	The Exported Files screen allows you to export the
       Chef configuration and the supportconfig TAR
       archive. The supportconfig archive contains system
        information such as the current kernel version being used, the hardware, RPM
        database, partitions, and the most important log files for analysis of any
        problems. To access the export options, click New
        Export. After the export has been successfully finished, the
        Exported Files screen will show any files that are
       available for download.

	
                Repositories
              
	This screen shows an overview of the mandatory, recommended, and
       optional repositories for all architectures of SUSE OpenStack Cloud. On each
       reload of the screen the Crowbar Web interface checks the availability and
       status of the repositories. If a mandatory repository is not present, it
       is marked red in the screen. Any repositories marked green are usable and
       available to each node in the cloud. Usually, the available repositories
       are also shown as Active in the rightmost column. This
       means that the managed nodes will automatically be configured to use this
       repository. If you disable the Active check box for a
       repository, managed nodes will not use that repository.
You cannot edit any repositories in this screen. If you need additional, third-party
       repositories, or want to modify the repository metadata, edit
        /etc/crowbar/repos.yml. Find an example of a repository
       definition below:
suse-12.2:
  x86_64:
    Custom-Repo-12.2:
      url: 'http://example.com/12-SP2:/x86_64/custom-repo/'
      ask_on_error: true # sets the ask_on_error flag in
                         # the autoyast profile for that repo
      priority: 99 # sets the repo priority for zypper
Alternatively, use the YaST Crowbar module to add or edit repositories as described in the section called “
          Repositories
        ”.

	
                Swift Dashboard
              
	This screen allows you to run
       swift-dispersion-report on the node or nodes
       to which it has been deployed. Use this tool to measure the
       overall health of the swift cluster. For details, see http://docs.openstack.org/liberty/config-reference/content/object-storage-dispersion.html.
       

	
                Backup & Restore
              
	This screen is for creating and downloading a backup of the Administration Server. You can also restore from a backup or upload a backup image from your
       local file system. For details, see the section called “Backing Up and Restoring the Administration Server”.

	
                Cisco UCS
              
	
       SUSE OpenStack Cloud can communicate with a Cisco UCS Manager instance via
       its XML-based API server to perform the following functions:
      
	
         Instantiate UCS service profiles for Compute Nodes and Storage Nodes
         from predefined UCS service profile templates.
        

	
         Reboot, start, and stop nodes.
        




       The following prerequisites need to be fulfilled on the Cisco UCS side:
      
	
         Templates for Compute Nodes and Storage Nodes need to be created. These
         service profile templates will be used for preparing systems as
         SUSE OpenStack Cloud  nodes. Minimum requirements are a processor supporting
         AMD-V or Intel-VT, 8 GB RAM, one network interface and at least 20 GB
         of storage (more for Storage Nodes). The templates must be named
         suse-cloud-compute and suse-cloud-storage.
        

	
         A user account with administrative permissions needs to be created
         for communicating with SUSE OpenStack Cloud. The account needs to have access to
         the service profile templates listed above. It also need permission
         to create service profiles and associate them with physical hardware.
        




       To initially connect to the Cisco UCS Manager, provide the login
       credentials of the user account mentioned above. The API
       URL has the form
       http://UCSMANAGERHOST/nuova. Click
       Login to connect. When connected, you will see a
       list of servers and associated actions. Applying an action with the
       Update button can take up to several minutes.
      




Help



From this screen you can access HTML and PDF versions of the
    SUSE OpenStack Cloud manuals that are installed on the Administration Server.


Deploying Barclamp Proposals




    Barclamps are a set of recipes, templates, and installation
    instructions. They are used to automatically install OpenStack components on the
    nodes. Each barclamp is configured via a so-called proposal. A proposal
    contains the configuration of the service(s) associated with the barclamp
    and a list of machines onto which to deploy the barclamp.
   
Most barclamps consist of two sections:
	
              Attributes
            
	For changing the barclamp's configuration, either by editing the
      respective Web forms (Custom view) or by switching to the
       Raw view, which exposes all configuration options for the barclamp. In
      the Raw view, you directly edit the configuration file. 
Saving Your Changes
 Before you switch to Raw view or back again to Custom view,
       Save your changes. Otherwise they will
       be lost.


	
              Deployment
            
	Lets you choose onto which nodes to deploy the barclamp. On the left-hand side, you
      see a list of Available Nodes. The right-hand side shows a list of roles
      that belong to the barclamp.
Assign the nodes to the roles that should be deployed on that node. Some barclamps
      contain roles that can also be deployed to a cluster. If you have deployed the Pacemaker
      barclamp, the Deployment section additionally lists Available
       Clusters and Available Clusters with Remote Nodes in this case.
      The latter are clusters that contain both “normal” nodes and Pacemaker remote
      nodes. See the section called “High Availability of the Compute Node(s)” for the basic details.
Clusters with Remote Nodes
	Clusters (or clusters with remote nodes) cannot be assigned to roles that need to
         be deployed on individual nodes. If you try to do so, the Crowbar Web interface shows an error
         message.

	If you assign a cluster with remote nodes to a role that can only be applied to
          “normal” (Corosync) nodes, the role will only be applied to the Corosync
         nodes of that cluster. The role will not be applied to the remote nodes of the same cluster.







Creating, Editing and Deploying Barclamp Proposals



The following procedure shows how to generally edit, create and deploy barclamp
    proposals. For the description and deployment of the individual barclamps, see
    Chapter 11, Deploying the OpenStack Services.
	Log in to the Crowbar Web interface.
     

	Click
      Barclamps and select
      All Barclamps. Alternatively, filter for categories by selecting
      either Crowbar or OpenStack.

	To create a new proposal or edit an existing one, click Create or
      Edit next to the appropriate barclamp.

	Change the configuration in the Attributes section:
	Change the available options via the Web form.

	To edit the configuration file directly, first save changes made in the Web form. Click Raw to edit the configuration in the editor view.

	After you have finished, Save your changes. (They
       are not applied yet).



	Assign nodes to a role in the Deployment section of the
     barclamp. By default, one or more nodes are automatically pre-selected for
     available roles.
	If this pre-selection does not meet your requirements, click the
       Remove icon next to the role to remove the assignment.

	To assign a node or cluster of your choice, select the item you want from the list of
       nodes or clusters on the left-hand side, then drag and drop the item onto the desired role name on the right.
Note
Do not drop a node or cluster onto the text box—this is
       used to filter the list of available nodes or clusters!


	To save your changes without deploying them yet, click Save.



	
      Deploy the proposal by clicking Apply.
     
Wait Until a Proposal Has Been Deployed
If you deploy a proposal onto a node where a previous one is still
      active, the new proposal will overwrite the old one.

       Deploying a proposal might take some time (up to several minutes). Always
       wait until you see the message “Successfully applied the proposal”
       before proceeding to the next proposal.
      




A proposal that has not been deployed yet can be deleted in the Edit
     Proposal view by clicking Delete. To delete a proposal that has
    already been deployed, see the section called “Deleting a Proposal That Already Has Been Deployed”.

Barclamp Deployment Failure



Deployment Failure
 A deployment failure of a barclamp may leave your node in an inconsistent state. If
    deployment of a barclamp fails:
	
       Fix the reason that has caused the failure.
      

	Re-deploy the barclamp.



For help, see the respective troubleshooting section at Q & A 2, “OpenStack Node Deployment”. 


Deleting a Proposal That Already Has Been Deployed



To delete a proposal that has already been deployed, you first need to
     Deactivate it.
Procedure 9.3. Deactivating and Deleting a Proposal
	Log in to the Crowbar Web interface. 

	Click Barclamps+All Barclamps.

	Click Edit to open the editing view. 

	Click Deactivate and confirm your choice in the following
      pop-up.
Deactivating a proposal removes the chef role from the nodes, so the routine that
      installed and set up the services is not executed anymore.

	Click Delete to confirm your choice in the following
      pop-up.
This removes the barclamp configuration data from the server. 



However, deactivating and deleting a barclamp that already had been deployed does
    not remove packages installed when the barclamp was deployed.
    Nor does it stop any services that were started during the barclamp deployment.
   On the affected node, proceed as follows to undo the deployment:
	Stop the respective services:
root # systemctl stop service

	Disable the respective services:
root # systemctl disable service



Uninstalling the packages should not be necessary.

Queuing/Dequeuing Proposals




     When a proposal is applied to one or more nodes that are not yet
     available for deployment (for example, because they are rebooting or have
     not been yet fully installed), the proposal will be put in a queue. A
     message like
    
Successfully queued the proposal until the following become ready: d52-54-00-6c-25-44

     will be shown when having applied the proposal. A new button
     Dequeue will also become available. Use it to cancel
     the deployment of the proposal by removing it from the queue.
    


Chapter 10. Installing the OpenStack Nodes




  The OpenStack nodes represent the actual cloud infrastructure. Node
  installation and service deployment is done automatically from the
  Administration Server. Before deploying the OpenStack services, SUSE Linux Enterprise Server 12 SP2 will be installed on all Control Nodes and Storage Nodes.
 

  To prepare the installation, each node needs to be booted using PXE, which
  is provided by the tftp server
  from the Administration Server. Afterward you can allocate the nodes and trigger
  the operating system installation.
 
Preparations



	Meaningful Node Names
	
      Make a note of the MAC address and the purpose of each node (for
      example, controller, block storage, object storage, compute).
      This will make deploying the OpenStack components a lot easier and
      less error-prone. It also enables you to assign meaningful names
      (aliases) to the nodes, which are otherwise listed with the MAC
      address by default.
     

	BIOS Boot Settings
	
      Make sure booting using PXE (booting from the network) is enabled and
      configured as the primary boot-option for each
      node. The nodes will boot twice from the network during the allocation
      and installation phase. Booting from the first hard disk needs to be
      configured as the second boot option.
     

	Custom Node Configuration
	
      All nodes are installed using AutoYaST with the same configuration
      located at
      /opt/dell/chef/cookbooks/provisioner/templates/default/autoyast.xml.erb.
      If this configuration does not match your needs (for example if you
      need special third party drivers) you need to make adjustments to this
      file. See the AutoYaST
      manual for details.
      If you change the AutoYaST configuration file, you need to re-upload
      it to Chef using the following command:
     
knife cookbook upload -o /opt/dell/chef/cookbooks/ provisioner

	Direct root Login
	
      By default, the root account on the nodes has no password
      assigned, so a direct root login is not possible. Logging in
      on the nodes as root is only possible via SSH public keys
      (for example, from the Administration Server).
     

      If you want to allow direct root login, you can set a
      password via the Crowbar Provisioner barclamp before deploying the
      nodes. That password will be used for the root account on all
      OpenStack nodes. Using this method after the nodes are deployed is
      not possible. In that case you would need to log in to each node via
      SSH from the Administration Server and change the password manually with
      passwd.
     
Setting a root Password for the OpenStack Nodes
	
        Create an md5-hashed root-password, for example by using
        openssl passwd-1.
       

	
        Open a browser and point it to the Crowbar Web interface on the
        Administration Server, for example http://192.168.124.10. Log
        in as user crowbar. The
        password is crowbar by default, if you have not
        changed it during the installation.
       

	
        Open the barclamp menu by clicking Barclamps+Crowbar. Click the Provisioner barclamp
        entry and Edit the Default
        proposal.
       

	
        Click Raw in the Attributes
        section to edit the configuration file.
       

	
        Add the following line to the end of the file before the last
        closing curly bracket:
       
, "root_password_hash": "HASHED_PASSWORD"

        replacing "HASHED_PASSWORD" with the
        password you generated in the first step.
       

	
        Click Apply.
       








Node Installation




   To install a node, you need to boot it first using PXE. It will be booted
   with an image that enables the Administration Server to discover the node and make
   it available for installation. When you have allocated the node, it will
   boot using PXE again and the automatic installation will start.
  
	
     Boot all nodes that you want to deploy using PXE. The nodes will boot
     into the SLEShammer image, which performs the initial
     hardware discovery.
    
Limit the Number of Concurrent Boots using PXE

      Booting many nodes at the same time using PXE will cause heavy load on
      the TFTP server, because all nodes will request the boot image at the
      same time. We recommend booting the nodes at different intervals.
     


	
     Open a browser and point it to the Crowbar Web interface on the Administration Server,
     for example http://192.168.124.10/. Log in as user
     crowbar. The password is
     crowbar by default, if you have not changed it.
    

     Click Nodes+Dashboard to open the Node
     Dashboard.
    

	
     Each node that has successfully booted will be listed as being in state
     Discovered, indicated by a yellow bullet. The nodes
     will be listed with their MAC address as a name. Wait until all nodes
     are listed as Discovered before proceeding. If a node does not report as Discovered, it
     may need to be rebooted manually.
    
Figure 10.1. Discovered Nodes
[image: Discovered Nodes]



	
     Although this step is optional, we recommend properly grouping
     your nodes at this stage, since it lets you clearly arrange all nodes.
     Grouping the nodes by role would be one option, for example control,
     compute, object storage (Swift), and block storage (Ceph).
    
	
       Enter the name of a new group into the New Group
       text box and click Add Group.
      

	
       Drag and drop a node onto the title of the newly created group.
       Repeat this step for each node you want to put into the group.
       
Figure 10.2. Grouping Nodes
[image: Grouping Nodes]





	
     To allocate all nodes, click Nodes+Bulk Edit. To allocate a single node,
     click the name of a node, then click Edit.
    
Figure 10.3. Editing a Single Node
[image: Editing a Single Node]


Limit the Number of Concurrent Node Deployments

      Deploying many nodes in bulk mode will cause heavy load
      on the Administration Server. The subsequent concurrent Chef client runs
      triggered by the nodes will require a lot of RAM on the Administration Server.
     

      Therefore it is recommended to limit the number of concurrent
      “Allocations” in bulk mode. The maximum number depends on
      the amount of RAM on the Administration Server—limiting concurrent
      deployments to five up to ten is recommended.
     


	 In single node editing mode, you can also specify the
      Filesystem Type for the node. By default, it is set to
      ext4 for all nodes. We recommended using the default.

	
     Provide a meaningful Alias, Public
     Name, and a Description for each node, and then
     check the Allocate box. You can also specify the
     Intended Role for the node. This optional setting is
     used to make reasonable proposals for the barclamps.
    

     By default the Target Platform is set to SLES 12
     SP2.
    
Alias Names

      Providing an alias name will change the default node names (MAC
      address) to the name you provided, making it easier to identify the
      node. Furthermore, this alias will also be used as a DNS
      CNAME for the node in the admin network. As a
      result, you can access the node via this alias when, for example,
      logging in via SSH.
     

Public Names

      A node's Alias Name is resolved by the DNS server
      installed on the Administration Server and therefore only available within the
      cloud network. The OpenStack Dashboard or some APIs
      (keystone-server,
      glance-server,
      cinder-controller,
      neutron-server,
      nova-controller, and
      swift-proxy) can be accessed
      from outside the SUSE OpenStack Cloud network. To be able to access them by
      name, these names need to be resolved by a name server placed outside
      of the SUSE OpenStack Cloud network. If you have created DNS entries for nodes,
      specify the name in the Public Name field.
     

      The Public Name is never used within the SUSE OpenStack Cloud
      network. However, if you create an SSL certificate for a node that has
      a public name, this name must be added as an
      AlternativeName to the certificate. See the section called “SSL Encryption” for more information.
     

Figure 10.4. Bulk Editing Nodes
[image: Bulk Editing Nodes]



	 When you have filled in the data for all nodes, click
      Save. The nodes will reboot and commence the
     AutoYaST-based SUSE Linux Enterprise Server installation (or installation of other target platforms,
     if selected) via a second boot using PXE. Click Nodes+Dashboard to return to the Node Dashboard. 

	
     Nodes that are being installed are listed with the status
     Installing (yellow/green bullet). When the
     installation of a node has finished, it is listed as being
     Ready, indicated by a green bullet. Wait until all
     nodes are listed as Ready before proceeding.
    
Figure 10.5. All Nodes Have Been Installed
[image: All Nodes Have Been Installed]






Converting Existing SUSE Linux Enterprise Server 12 SP2 Machines Into SUSE OpenStack Cloud Nodes




   SUSE OpenStack Cloud allows adding existing machines installed with SUSE Linux Enterprise Server 12 SP2 to
   the pool of nodes. This enables you to use spare machines for
   SUSE OpenStack Cloud, and offers an alternative way of provisioning and installing
   nodes (via SUSE Manager for example). The
   machine must run SUSE Linux Enterprise Server 12 SP2.
  

   The machine also needs to be on the same network as the
   Administration Server, because it needs to communicate with this server. Since the
   Administration Server provides a DHCP server, we recommend configuring this machine to get its network assignments from DHCP. If it has a static IP address, make
   sure it is not already used in the admin network. Check the list of used
   IP addresses with the YaST Crowbar module as described in
   the section called “
          Networks
        ”.
  

   Proceed as follows to convert an existing SUSE Linux Enterprise Server 12 SP2 machine into a
   SUSE OpenStack Cloud node:
  
	
     Download the crowbar_register script from the
     Administration Server at
     http://192.168.124.10:8091/suse-12.2/x86_64/crowbar_register.
     Replace the IP address with the IP address of your Administration Server using
     curl or wget. Note that the
     download only works from within the admin network.
    

	
     Make the crowbar_register script executable
     (chmoda+x crowbar_register).
    

	
     Run the crowbar_register script. If you have
     multiple network interfaces, the script tries to automatically detect
     the one that is connected to the admin network. You may also explicitly
     specify which network interface to use by using the
     --interface switch, for example
     crowbar_register--interface eth1.
    

	
     After the script has successfully run, the machine has been added to
     the pool of nodes in the SUSE OpenStack Cloud and can be used as any other node
     from the pool.
    




Post-Installation Configuration




   The following lists some optional configuration
   steps like configuring node updates, monitoring, access, and
   enabling SSL. You may entirely skip the following steps or perform any
   of them at a later stage.
  
Deploying Node Updates with the Updater Barclamp




    To keep the operating system and the SUSE OpenStack Cloud software itself
    up-to-date on the nodes, you can deploy either the Updater barclamp or
    the SUSE Manager barclamp. The latter requires access to a
    SUSE Manager server. The Updater barclamp uses Zypper to install
    updates and patches from repositories made available on the
    Administration Server.
   

    The easiest way to provide the required repositories on the Administration Server
    is to set up an SMT server as described in
    Chapter 4, Installing and Setting Up an SMT Server on the Administration Server (Optional). Alternatives to setting up an SMT
    server are described in Chapter 5, Software Repository Setup.
   

    The Updater barclamp lets you deploy updates that are available on the
    update repositories at the moment of deployment. Each time you deploy
    updates with this barclamp you can choose a different set of nodes to
    which the updates are deployed. This lets you exactly control where and
    when updates are deployed.
   

    To deploy the Updater barclamp, proceed as follows. For general
    instructions on how to edit barclamp proposals refer to
    the section called “Deploying Barclamp Proposals”.
   
	
      Open a browser and point it to the Crowbar Web interface on the
      Administration Server, for example http://192.168.124.10/. Log in
      as user crowbar. The password
      is crowbar by default, if you have not changed it
      during the installation.
     

	
      Open the barclamp menu by clicking Barclamps+Crowbar.
      Click the Updater barclamp entry and
      Create to open the proposal.
     

	
      Configure the barclamp by the following attributes. This
      configuration always applies to all nodes on which the barclamp is
      deployed. Individual configurations for certain nodes are only supported
      by creating a separate proposal.
     
	
                    Use zypper
                  
	
         Define which Zypper subcommand to use for updating.
         patch will install all patches applying to the
         system from the configured update repositories that are available.
         update will update packages from all configured
         repositories (not just the update repositories) that have a higher
         version number than the installed packages.
         dist-upgrade replaces each package installed
         with the version from the repository and deletes packages not
         available in the repositories.
        

         We recommend using patch.
        

	
                    Enable GPG Checks
                  
	
         If set to true (recommended), checks if packages are correctly
         signed.
        

	
                    Automatically Agree With Licenses
                  
	
         If set to true (recommended), Zypper automatically accepts third
         party licenses.
        

	
                    Include Patches that need Reboots (Kernel)
                  
	
         Installs patches that require a reboot (for example Kernel or glibc
         updates). Only set this option to true when you
         can safely reboot the affected nodes. Refer to
         Chapter 15, SUSE OpenStack Cloud Maintenance for more information.
         Installing a new Kernel and not rebooting may result in an unstable
         system.
        

	
                    Reboot Nodes if Needed
                  
	
         Automatically reboots the system in case a patch requiring a reboot
         has been installed. Only set this option to true
         when you can safely reboot the affected nodes. Refer to
         Chapter 15, SUSE OpenStack Cloud Maintenance for more information.
        



Figure 10.6. SUSE Updater barclamp: Configuration
[image: SUSE Updater barclamp: Configuration]



	
      Choose the nodes on which the Updater barclamp should be deployed in
      the Node Deployment section by dragging them to the
      Updater column.
     
Figure 10.7. SUSE Updater barclamp: Node Deployment
[image: SUSE Updater barclamp: Node Deployment]





zypper keeps track of the packages and patches it
    installs in /var/log/zypp/history. Review that log
    file on a node to find out which updates have been installed. A second
    log file recording debug information on the zypper
    runs can be found at /var/log/zypper.log on each
    node.
   
Updating Software Packages on Cluster Nodes

     Before starting an update for a cluster node, either stop the cluster
     stack on that node or put the cluster into maintenance mode. If the
     cluster resource manager on a node is active during the software update,
     this can lead to unpredictable results like fencing of active nodes. For
     detailed instructions refer to http://www.suse.com/documentation/sle-ha-12/book_sleha/data/sec_ha_migration_update.html.
    


Configuring Node Updates with the SUSE Manager Client
    Barclamp




    To keep the operating system and the SUSE OpenStack Cloud software itself
    up-to-date on the nodes, you can deploy either SUSE Manager
    Client barclamp or the Updater barclamp. The latter uses
    Zypper to install updates and patches from repositories made available
    on the Administration Server.
   

    To enable the SUSE Manager server to manage the SUSE OpenStack Cloud nodes, you must make the
    respective SUSE OpenStack Cloud 7 channels, the SUSE Linux Enterprise Server 12 SP2 channels,
    and the channels for extensions used with your deployment (High Availability Extension,
    SUSE Enterprise Storage) available via an activation key.
   

    The SUSE Manager Client barclamp requires access to
    the SUSE Manager server from every node it is deployed to.
   

    To deploy the SUSE Manager Client barclamp, proceed
    as follows. For general instructions on how to edit barclamp proposals
    refer to the section called “Deploying Barclamp Proposals”.
   
	
      Download the package
      rhn-org-trusted-ssl-cert-VERSION-RELEASE.noarch.rpm
      from
      https://susemanager.example.com/pub/.
      VERSION and
      RELEASE may vary, ask the administrator of
      the SUSE Manager for the correct values.
      susemanager.example.com needs to be
      replaced by the address of your SUSE Manager server. Copy the file you
      downloaded to
      /opt/dell/chef/cookbooks/suse-manager-client/files/default/ssl-cert.rpm
      on the Administration Server. The package contains the SUSE Manager's CA SSL
      Public Certificate. The certificate installation has not been
      automated on purpose, because downloading the certificate manually
      enables you to check it before copying it.
     

	
      Re-install the barclamp by running the following command:
     
/opt/dell/bin/barclamp_install.rb --rpm core

	
      Open a browser and point it to the Crowbar Web interface on the
      Administration Server, for example http://192.168.124.10/. Log in
      as user crowbar. The password
      is crowbar by default, if you have not changed it
      during the installation.
     

	
      Open the barclamp menu by clicking Barclamps+Crowbar.
      Click the SUSE Manager Client barclamp entry and
      Create to open the proposal.
     

	
      Specify the URL of the script for activation of the clients in the URL of the bootstrap script field.
     

	
      Choose the nodes on which the SUSE Manager barclamp should be
      deployed in the Deployment section by dragging
      them to the suse-manager-client column. We
      recommend deploying it on all nodes in the SUSE OpenStack Cloud.
     
Figure 10.8. SUSE Manager barclamp
[image: SUSE Manager barclamp]





Updating Software Packages on Cluster Nodes

     Before starting an update for a cluster node, either stop the cluster
     stack on that node or put the cluster into maintenance mode. If the
     cluster resource manager on a node is active during the software update,
     this can lead to unpredictable results like fencing of active nodes. For
     detailed instructions refer to http://www.suse.com/documentation/sle-ha-12/book_sleha/data/sec_ha_migration_update.html.
    


Mounting NFS Shares on a Node




    The NFS barclamp allows you to mount NFS share from a remote host on
    nodes in the cloud. This feature can, for example, be used to provide an
    image repository for Glance. Note that all nodes which are to mount
    an NFS share must be able to reach the NFS server. This requires manually adjusting the network configuration.
   

    To deploy the NFS barclamp, proceed as follows. For general
    instructions on how to edit barclamp proposals refer to
    the section called “Deploying Barclamp Proposals”.
   
	
      Open a browser and point it to the Crowbar Web interface on the
      Administration Server, for example http://192.168.124.10/. Log in
      as user crowbar. The password
      is crowbar by default, if you have not changed it
      during the installation.
     

	
      Open the barclamp menu by clicking Barclamps+Crowbar.
      Click the NFS Client barclamp entry and
      Create to open the proposal.
     

	
      Configure the barclamp by the following attributes. Each set of
      attributes is used to mount a single NFS share.
     
	
                    Name
                  
	
         Unique name for the current configuration. This name is used in the
         Web interface only to distinguish between different shares.
        

	
                    NFS Server
                  
	
         Fully qualified host name or IP address of the NFS server.
        

	
                    Export
                  
	
         Export name for the share on the NFS server.
        

	
                    Path
                  
	
         Mount point on the target machine.
        

	
                    Mount Options
                  
	
         Mount options that will be used on the node. See man 8
         mount  for general mount options and man 5
         nfs for a list of NFS-specific options. Note that the
         general option nofail (do not report errors if
         device does not exist) is automatically set.
        




	
      After having filled in all attributes, click Add. If
      you want to mount more than one share, fill in the data for another
      NFS mount. Otherwise click Save to save the data,
      or Apply to deploy the proposal. Note that you must
      always click Add before saving or applying the
      barclamp, otherwise the data that was entered will be lost.
     
Figure 10.9. NFS barclamp
[image: NFS barclamp]



	
      Go to the Node Deployment section and drag and drop
      all nodes, on which the NFS shares defined above should be mounted, to
      the nfs-client column. Click
      Apply to deploy the proposal.
     

      The NFS barclamp is the only barclamp that lets you create
      different proposals, enabling you to mount different NFS
      shares on different nodes. When you have created an NFS proposal, a
      special Edit is shown in the barclamp overview of the
      Crowbar Web interface. Click it to either
      Edit an existing proposal or
      Create a new one. New proposals must have unique names.
     
Figure 10.10. Editing an NFS barclamp Proposal
[image: Editing an NFS barclamp Proposal]






Using an Externally Managed Ceph Cluster




    While deploying Ceph from within SUSE OpenStack Cloud is possible, leveraging
    an external Ceph cluster is also fully supported. Follow the
    instructions below to use an external Ceph cluster in
    SUSE OpenStack Cloud.
   
Requirements



	Ceph Release
	
        SUSE OpenStack Cloud uses Ceph clients from the Ceph
        “Hammer” release. Since other Ceph releases may
        not fully work with “Hammer” clients, the external
        Ceph installation must run a “Hammer” release,
        too. Other releases are not supported.
       

	Network Configuration
	
        The external Ceph cluster needs to be connected to a separate
        VLAN, which is mapped to the SUSE OpenStack Cloud storage VLAN. See
        the section called “Network” for more information.
       




Making Ceph Available on the SUSE OpenStack Cloud Nodes




     Ceph can be used from the KVM Compute Nodes, with
     Cinder, and with Glance. The following installation
     steps need to be executed on each node accessing Ceph:
    
Installation Workflow

      The following steps need to be executed before the barclamps get
      deployed.
     

Do Not Deploy the Ceph Barclamp

      If using an external Ceph cluster, you must not deploy the
      SUSE OpenStack Cloud Ceph barclamp. An external and an internal Ceph
      cluster cannot be used together.
     

	
       Log in as user root to a machine in the Ceph cluster
       and generate keyring files for Cinder users. Optionally, you can
       generate keyring files for the Glance users (only needed
       when using Glance with Ceph/Rados). The keyring file that will be
       generated for Cinder will also be used on the Compute Nodes.
       To do so, you need to specify pool names and user names for both services. The default
       names are:
      
	
                          

                        	
                          
            Glance
           

                        	
                          
            Cinder
           

                        
	
                          
                            User
                          

                        	
                          
            glance
           

                        	
                          
            cinder
           

                        
	
                          
                            Pool
                          

                        	
                          
            images
           

                        	
                          
            volumes
           

                        



       Make a note of user and pool names in case you do not use the default
       values. You will need this information later, when deploying
       Glance and Cinder.
      

	Automatic Changes to the Cluster

        If you decide to use the admin keyring file to connect the external
        Ceph cluster, be aware that after Crowbar discovers this admin keyring,
        it will create client keyring files, pools, and capabilities needed to run
        Glance, Cinder, or Nova integration.
       


       If you have access to the admin keyring file and agree that automatic
       changes will be done to the cluster as described above, copy it together
       with the Ceph configuration file to the Administration Server. If you cannot
       access this file, create a keyring:
      
	
         When you can access the admin keyring file
         ceph.client.admin.keyring, copy it together with
         ceph.conf (both files are usually located in
         /etc/ceph) to a temporary location on the
         Administration Server, for example /root/tmp/.
        

	
         If you cannot access the admin keyring file create a new keyring file
         with the following commands. Re-run the commands for Glance, too, if
         needed. First create a key:
        
ceph auth get-or-create-key client.USERNAME mon "allow r" \
osd 'allow class-read object_prefix rbd_children, allow rwx \
pool=POOLNAME'

         Replace USERNAME and
         POOLNAME with the respective values.
        

         Now use the key to generate the keyring file
         /etc/ceph/ceph.client.USERNAME.keyring:
        
ceph-authtool \
/etc/ceph/ceph.client.USERNAME.keyring \
--create-keyring --name=client.USERNAME> \
--add-key=KEY

         Replace USERNAME with the respective
         value.
        

         Copy the Ceph configuration file ceph.conf
         (usually located in /etc/ceph) and the keyring
         file(s) generated above to a temporary location on the Administration Server, for
         example /root/tmp/.
        



	
       Log in to the Crowbar Web interface and check whether the nodes
       which should have access to the Ceph cluster already have an IP
       address from the storage network. Do so by going to the
       Dashboard and clicking the node name. An
       IP address should be listed for
       storage. Make a note of the Full
       name of each node that has no storage
       network IP address.
      

	
       Log in to the Administration Server as user root and run the
       following command for all nodes you noted down in the previous step:
      
crowbar network allocate_ip "default" NODE "storage" "host"
chef-client
NODE needs to be replaced by the node's
       name.
      

	
       After executing the command in the previous step for all
       affected nodes, run the command chef-client on the
       Administration Server.
      

	
       Log in to each affected node as user root. See
       Q: for instructions.
       On each node, do the following:
      
	
         Manually install nova, cinder (if using cinder) and/or glance
         (if using glance) packages with the following commands:
        
zypper in openstack-glance
zypper in openstack-cinder
zypper in openstack-nova

	
         Copy the ceph.conf file from the Administration Server to
         /etc/ceph:
        
mkdir -p /etc/ceph
scp root@admin:/root/tmp/ceph.conf /etc/ceph
chmod 664 /etc/ceph/ceph.conf

	
         Copy the keyring file(s) to /etc/ceph. The
         exact process depends on whether you have copied the admin keyring
         file or whether you have created your own keyrings:
        
	
           If you have copied the admin keyring file, run the following
           command on the Control Node(s) on which Cinder and Glance
           will be deployed, and on all KVM Compute Nodes:
          
scp root@admin:/root/tmp/ceph.client.admin.keyring /etc/ceph
chmod 640 /etc/ceph/ceph.client.admin.keyring

	
           If you have created you own keyrings, run the following command on
           the Control Node on which Cinder will be deployed, and on all
           KVM Compute Nodes to copy the Cinder keyring:
          
scp root@admin:/root/tmp/ceph.client.cinder.keyring /etc/ceph
chmod 640 /etc/ceph/ceph.client.cinder.keyring

           Now copy the Glance keyring to the Control Node on which Glance
           will be deployed:
          
scp root@admin:/root/tmp/ceph.client.glance.keyring /etc/ceph
chmod 640 /etc/ceph/ceph.client.glance.keyring



	
         Adjust the ownership of the keyring file as follows:
        
	
          Glance: chown
          root.cinder /etc/ceph/ceph.client.cinder.keyring
	
          Cinder: chown
          root.glance /etc/ceph/ceph.client.glance.keyring
	
          KVM Compute Nodes: chown
          root.nova /etc/ceph/ceph.volumes.keyring








Accessing the Nodes




    The nodes can only be accessed via SSH from the Administration Server—it
    is not possible to connect to them from any other host in the network.
   

    The root account on the nodes has no
    password assigned, therefore logging in to a node as
    root@node is only possible via SSH
    with key authentication. By default, you can only log in with the key of
    the root of the Administration Server
    (root@admin) via SSH only.
   

    If you have added additional users to the Administration Server and want to
    give them permission to log in to the nodes as well, you need to add
    these users' public SSH keys to root's
    authorized_keys file on all nodes. Proceed as
    follows:
   
Procedure 10.1. Copying SSH Keys to All Nodes
	
      If they do not already exist, generate an SSH key pair with
      ssh-keygen. This key pair belongs to the user that you use to log in to the nodes. Alternatively, copy an existing public
      key with ssh-copy-id. Refer to the respective man
      pages for more information.
     

	
      Log in to the Crowbar Web interface on the Administration Server, for
      example http://192.168.124.10/ (user name and default
      password: crowbar).
     

	
      Open the barclamp menu by clicking Barclamps+Crowbar. Click the Provisioner barclamp
      entry and Edit the Default
      proposal.
     

	
      Copy and paste the public SSH key of the user
      into the Additional SSH Keys text box. If adding
      keys for multiple users, note that each key needs to be placed on a
      new line.
     

	
      Click Apply to deploy the keys and save your
      changes to the proposal.
     




Enabling SSL




    To enable SSL to encrypt communication within the cloud (see
    the section called “SSL Encryption” for details), all nodes running encrypted services need SSL certificates. An SSL certificate is, at a minimum, required on the Control Node.
   

    Each certificate consists
    of a pair of files: the certificate file (for example,
    signing_cert.pem) and the key file (for example,
    signing_key.pem). If you use your own certificate
    authority (CA) for signing, you will also need a certificate file for
    the CA (for example, ca.pem). We recommend copying the files to the /etc directory using the
    directory structure outlined below. If you use a dedicated certificate
    for each service, create directories named after the services (for
    example, /etc/keystone). If you are using shared
    certificates, use a directory such as /etc/cloud.
   
Recommended Locations for Shared Certificates
	SSL Certificate File
	
                  /etc/cloud/ssl/certs/signing_cert.pem
                

	SSL Key File
	
                  /etc/cloud/private/signing_key.pem
                

	CA Certificates File
	
                  /etc/cloud/ssl/certs/ca.pem
                





Editing Allocated Nodes




   All nodes that have been allocated can be decommissioned or re-installed.
   Click a node's name in the Node Dashboard to open a
   screen with the node details. The following options are available:
  
	
              Forget
            
	
      Deletes a node from the pool. If you want to re-use this node again,
      it needs to be reallocated and re-installed from scratch.
     

	
              Reinstall
            
	
      Triggers a reinstallation. The machine stays allocated. Any barclamps that were deployed on the machine will be re-applied after the installation.
     

	
              Deallocate
            
	
      Temporarily removes the node from the pool of nodes. After you
      reallocate the node it will take its former role. Useful for adding
      additional machines in times of high load or for decommissioning
      machines in times of low load.
     

	
              Power Actions+Reboot
            
	
      Reboots the node.
     

	
              Power Actions+Shutdown
            
	
      Shuts the node down.
     

	
              Power Actions+Power Cycle
            
	
      Forces a (non-clean) shuts down and a restart afterward. Only use if a
      reboot does not work.
     

	
              Power Actions+Power Off
            
	
      Forces a (non-clean) node shut down. Only use if a clean shut down does
      not work.
     



Figure 10.11. Node Information
[image: Node Information]


Editing Nodes in a Production System

    When de-allocating nodes that provide essential services, the complete
    cloud will become unusable. If you have not disabled redundancy, you can disable single storage nodes or single
    compute nodes. However, disabling Control Node(s) will cause major problems. It
    will either “kill” certain services (for example
    Swift) or, at worst the complete cloud (when deallocating the Control Node
    hosting Neutron). You should also not disable
    nodes providing Ceph monitoring services, or the nodes providing
    swift ring and proxy services.
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