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Deployment and Upgrade Guide
Overview

B 2024-07-12

This book provides guidance on deploying and upgrading SUSE Manager Server and Proxy. It is split into
the following sections:

=2

Describes hardware, software, and networking requirements before you begin.

Deployment

Describes tasks for deploying SUSE Manager as a container and initial setup.

TvTIL—ReBIT

Describes upgrade and migration of SUSE Manager

Public Cloud

You can also deploy SUSE Manager to a public cloud instance.

For more information on using SUSE Manager on a public cloud, see Specialized-guides > Public-cloud-
guide.
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Chapter 1. E4
1.1 —AgRV R EH

1A M=) Z2EHBEIC. ROBEEZERL TIEI W,

1. A SUSE Customer Center account. This account gives you access to organization credentials and
registration keys for SLE Micro 5.5 and SUSE Manager Server and Proxy.

2. Supported Browsers for SUSE Manager Web UL.

3. SSL certificates for your environment. By default SUSE Manager '5.0" uses a self-signed certificate.

The following section contains more information on these requirements.

1.1.1. SUSE Customer Center Account and Credentials

Create an account with SUSE Customer Center prior to deployment of SUSE Manager '5.0'.

Procedure: Obtain Your Organization Credentials
1. Navigate to https://scc.suse.com/login in your web browser.
2. SCCTHAYY MO YT BN FFTOYTMIRWHLLW T HY > R EERL £T
3. FMBBICERL TLAVEE, [BICERT3 120Uy oL, BREANNEIFRELED,

4. Click [ Manage my Organizations] and select your organization from the list by clicking the
organization name.

5. Click the [ Users ] tab, and then select the [ Organization Credentials ] sub-tab.
6. SUSE Manager®=ERICEMAT 3071 VIERZAELET,

Depending on your organization’ s setup, you might also need to activate your subscription, using the [
Activate Subscriptions ] menu from the left navigation bar.

SCCOERADFMMIC DOV TIL. https://scc.suse.com/docs/helpEBERL T EI L,

1.1.2. Supported Browsers for SUSE Manager Web Ul

To use the Web Ul to manage your SUSE Manager environment, you must run an up to date web
browser.

SUSE Manager is supported on:

e SUSE Linux Enterprise Server& & HICHET I N3 & DFirefox7 > o
o BEWBARL—T 1 VI ATLEDEHDChrome7 5
e Windows& & BICHEINZHMDEdge T Z U

Windows Internet Explorerldtr’R— TN TWEEFA. SUSE Manager®Web UlidWindows Internet
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ExplorerTIFEELK LAV TTNEE A

1.1.3. SSLEFEAE

SUSE Managerid. SSLEFBAZZFERAL T, V5147 MHELVWH—NICERINTLWR L ERRLE
Yo T 7 ETIE SUSE ManageridBEEBZMRAEZERLE T, Y—RN—T1CAICL>TEEZIN
fHERRE D H 2B E. TNESUSE Manager- > X b—JLIRIBICA Y R— b TE £,

o HCERAEDFMCDOLTIE. Administration > Ssl-certs-selfsignedx £ L T 723 L\,

o - VR— b L/EEBRZ DEMIC DLW TIE. Administration > Ssl-certs-importedz 288 L T< 723 L,

1.2.\—ROx7EH

This table outlines hardware and software requirements for the SUSE Manager Server and Proxy, on x86-
64, ARM and s390x architecture.

SUSE Manager for Retail/\— R = 7DEMHIZ DL TIE. Retail > Retail-requirementsz S8 L T2 &
LYo

1.2.1. 4 —NEH

By default the SUSE  Manager Server  container stores  packages in  the
/var/lib/containers/storage/volumes/var-spacewalk/ directory. Repository synchronization fails if this
directory runs out of disk space. Estimate how much space the
/var/1lib/containers/storage/volumes/var-spacewalk/ directory requires based on the clients and
repositories you plan to mirror.

For more information about filesystem and partitioning details, see installation-and-
upgrade:hardware-requirements.pdf.

R1LY—=NN=FIOxT7DEH

Hardware Details Recommendation
CPU x86-64, ARM, s390x Minimum 4 dedicated 64-bit CPU
cores
RAM Minimum 16 GB
Recommended 32GB
Disk Space / (root directory) Minimum 40 GB

/var/lib/containers/storage/volumes/var-pgsql Minimum 50 GB

SUSEWVIERagenso! | 1.2. /\— R~ = 72 3/67
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Hardware Details

/var/lib/containers/storage/volumes/var-

spacewalk

/var/lib/containers/storage/volumes/var-cache

Recommendation

Minimum storage required: 100
GB (this will be verified by the
implemented check)

* 50 GB for each SUSE product
and Package Hub

360 GB for each Red Hat product

Minimum 10 GB. Add 100 MB per
SUSE product, 1 GB per Red Hat
or other product. Double the
space if the serveris an ISS
Master.

SUSE Manager®/N7 #— >V RE. N—RIxzT7IVY—R Ry cT—UFHEHE. 7

AT Y —NEDOBEREICE>TERD XY,

ERELVOEAIN TV I XTI ERERBICEOVT, BYLHOTOF > Z2HER

7=SUSE Managerty —/N\NOJRBHR/NT #—I VXA Z2{21cOHICIF. B—H—N\HTc
o D10,0007 517> b EBRBWVWLSICTEILzHEOLET, 31472

H10,000ZBR 3HEIE. NTDEY b7y FICBITL. AVFILT I ZFIBTS

B EBHLET,

MERBRCBYLHOTOF S 2ERALTH. COLSBZH

DIZATYMMIE2T NT =XV ADOEEDIELCBAGEMED DD £ I,

For more information about managing a large number of clients, see Specialized-

guides > Large-deployments.

1.22. 7O EH

R2.7O0F>N—FI9x7EH

Hardware Details

CPU x86-64, ARM

RAM Minimum
Recommended

Disk Space / (root directory)

SUSENEREEERS0! | 1.2, /\— | = 7B

Recommendation

Minimum 2 dedicated 64-bit CPU
cores

2GB
8GB

Minimum 40 GB
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Hardware Details Recommendation

/var/lib/containers/storage/volumes/srv-www Minimum 100 GB

Storage requirments should be
calculated for the number of ISO
distribution images, containers,
and bootstrap repositories you
will use.

/var/lib/containers/storage/volumes/var-cache  Minimum 100 GB
(Squid)

By default the SUSE  Manager Proxy container caches  packages in the
/var/lib/containers/storage/volumes/var-cache/ directory. If there is not enough space available, the
proxy will remove old, unused packages and replace them with newer packages.

COFEDHERIIUTOEH D T,

e Thelarger /var/lib/containers/storage/volumes/var-cache/ directory is on the proxy, the less traffic
will be between the proxy and the SUSE Manager Server.

e By making the /var/lib/containers/storage/volumes/var-cache/ directory on the proxy the same
size as /var/1lib/containers/storage/volumes/var-spacewalk/ on the SUSE Manager Server, you avoid
a large amount of traffic after the first synchronization.

e The /var/lib/containers/storage/volumes/var-cache/ directory can be small on the SUSE Manager
Server compared to the proxy. For a guide to size estimation, see the t/ —/\Z{F section.

1.2.3. Database Requirement

PostgreSQLIEHR— b INTVWEIH—DT—EZR—IX T, PostgreSQLT —4#~R— rHICUE— b
DPostgreSQLT —AR—XARPUE—rD T 7AW AT LNFS BE)ZFERAT3CiEHR—FINTVLE
HAo DED. PostgreSQLIF. SUSE Manager CEAFIREARIED X b L —JF N1 X LICEFERT ZHED
HHFT,

Because of potential performance issues, running a PostgreSQL database remotely
from SUSE Manager is discouraged. While such an environment is possible and even
o stable in many cases, there is always a risk of data loss if something goes wrong.

CD&SBIGE. SUSERZEZRETE AV EDHD ET,

1.2.4. Persistent Storage and Permissions

Persistent volumes are created by default when deploying the container.

However, it is recommended that the repositories and the database for SUSE Manager are stored on
separate storage devices. Such a setup helps avoid data loss in production environments.

Storage devices must be set up prior to deploying the container. For more details, see Installation-and-

SUSEWVIERagenso! | 1.2. /\— R~ = 72 5/67



upgrade > Container-management.
SUSE ManagerTid. 30DE%B 2R a—LNBETT,

o Database volume: /var/1lib/containers/storage/volumes/var-pgsql
e Channelvolume: /var/1lib/containers/storage/volumes/var-spacewalk

e Cache: /var/1lib/containers/storage/volumes/var-cache

ITRTDRY 2—LT. F771IWNS AT LDOBBICIIXFSZFERT 3 zb8®OLEY, Fho 7271
SRAVAR=ILTIE, RER) 2 —LBEB(LWM)ZERLTT A RV ZEBEBIEZ 2RI LTSIV,
YRS RUZA ML =0T 1 RTDHA XUE. SUSE ManagerCTEIE T2 T4 AMNJE2—23VELUF
vURILDBICE>TREDE T, BEHAIZHWRTEIHCRIZOVWTIE. LI a>orRzSHBL
TLTIET LY,

On the SUSE Manager Server, use this command to find all available storage devices:
hwinfo --disk | grep -E"7 /N1 X7 71 JL:"

1sblkOX Y REFEHALT. EF N1 AOZET 1T XERTLET,

Use the mgr-storage-server command with the device names to set up the external disks as the locations
for the database and repositories:

mgr-storage-server <channel_devicename> [<database_devicename>]

SMEBR b L—I 7R a—LdE. /manager_storageds & UF/pgsql_storagelc YT Y b TN TWVWBXFS/N—T «
aYe L THRESINEFT,

It is possible to use the same storage device for both channel data and the database. This is not
recommended, as growing channel repositories might fill up the storage, which poses a risk to database
integrity. Using separate storage devices may also increase performance. If you want to use a single
storage device, run mgr-storage-server with a single device name parameter.

If you are installing a proxy, the mgr-storage-proxy command only takes a single device name parameter
and will set up the external storage location as the Squid cache.

SUSE Managertt—N\& LU TAF DT RIN—FT 1> aVEERT3HE. N\—Iv>aruEIELL
BEL TR,

For /var/lib/containers/storage/volumes/var-pgsql:

[ ] j—_j-—:%}ﬁbgjayos %35\4]7\ ;?ﬁ
e Group: Read, Execute

o AI—H:7%L

For /var/1lib/containers/storage/volumes/var-spacewalk:

SUSEWVIERagenso! | 1.2. /\— R~ = 72 6/67



o T—F—1EHED. EFAHA. RIT
o JIL—TEHAHD, EFAH. ET
o 1—H:FAMD. EIT

RDIARYRTN—ZI w3 rzBLTIETL,

ls -1 /var/lib/containers/storage/volumes/var-pgsql /var/lib/containers/storage/volumes/var-
spacewalk

HAIRRDESICHED ET,

/var{l(i)b/containers/storage/volu mes/var-pgsql:
tota
drwxr-x--- 1 10556 10556 48 Apr 19 14:33 _data

/var{ l(i)b/containers/storage/volu mes/var-spacewalk:
tota
drwxr-xr-x 1 10552 root 30 Apr 19 14:34 _data

MBICIGLT. ROOIYYRTN—ZwyoaryaTELEY,

chmod 750 /var/lib/containers/storage/volumes/var-pgsql
chmod 775 /var/lib/containers/storage/volumes/var-spacewalk

F—F—TIRROIARY FZ2FEALET,

chown postgres:postgres /var/lib/containers/storage/volumes/var-pgsql
chown wwwrun:www /var/lib/containers/storage/volumes/var-spacewalk

13. 2y FO—0FEH

CDtU> 3> Tl SUSEManagerdxy 7= R—bDEHICDOWVWTEHLSHBALET,

1.3.1. 5E2 &8 K X1 > % (FQDN)

SUSE Managertf—/\l&. ZDOFQDNEIEL BRI ZMENHD £T, FQDNZRRTIHRWEE. ZHD
AVR—RY N TEARBBBORREICERDIZBELRHD £9,

For more information about configuring the hostname and DNS, see
https://documentation.suse.com/sles/15-SP4/html/SLES-all/cha-network.html#sec-network-
yast-change-host.

132 RAMHBLIP7RLX
SUSE Manager® XAV RBZZDI ATV b THRTEZ L Z2BRBI BICIE. Y—NEIZ14T7 0k

DEFDY L >V ZBERDDNSY —NICEGR T BHELNHDET, UN-XRZBHPELIREINTWVSC
EOHBBTIHELNDHD XY,
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For more information about setting up a DNS server, see https://documentation.suse.com/sles/15-
SP4/html/SLES-all/cha-dns.html.

1.3.3. Air-gapped Deployment

If you are on an internal network and do not have access to SUSE Customer Center, you can use an
Installation-and-upgrade > Container-deployment.

ERIIRIETIE. SUSE Managertf —N\EXUV I A7V MET7AT7 04— IV 2BICHERTIVELNDHD X
T, HERR—~D—EIL. Installation-and-upgrade > Ports= & L T 23 L\,

1.3.4. Ports

CDEIT3UICIE. SUSEManagerI TO T X X RBEICERAIT B3 R—bO—EBAZHINTULET,

CNEDR— FFARTEBBEEHD FRA. F—ERAOERICBELR— FOHEE RENBHD
£

1.3.4.1. M0 BEY —NE—

RAFAT I INS Y —N%RET B7HICSUSE Managertf —N\TIT7 71 74— IILERET BICIE. 4b
BOEER— DAV TVWRIRELHD £7,

oD R— R, IRy bT—0 ~5 T4 v IHSUSE Managerth—/NICTIVEZATE 3L 51
BTOET,

% 3. SUSE Managerth —/\D5MBR— F DEHF

Port number  Protocol Used By Notes

22 Required for ssh-push and ssh-push-tunnel
contact methods.

67 TCP/UDP DHCP Required only if clients are requesting IP addresses
from the server.

69 TCP/UDP TFTP Required if server is used as a PXE server for
automated client installation.

80 TCP HTTP Required temporarily for some bootstrap
repositories and automated installations.

443 TCP HTTPS Serves the Web Ul, client, and server and proxy
(tftpsync) requests.

4505 TCP salt Required to accept communication requests from
clients. The client initiates the connection, and it
stays open to receive commands from the Salt
master.

SUSEWEREEERsI0l | 1.3. = v 7 — o B 8/67
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Port number  Protocol Used By Notes

4506 TCP salt Required to accept communication requests from
clients. The client initiates the connection, and it
stays open to report results back to the Salt
master.

25151 TCP Cobbler

1.3.4.2. SNEBDIEASH — /N — k-

H—N\HBET7IERATIZT7IEREEZFIRT 57-DICSUSE Managert —N\TI7 717U+ —ILERET
BICiE IMBDREER— FHFEVWTVWIHRELRHD £7,

RDR—rZERC L. SUSE Managertf —N\Hh'6DRy T —0 S 74 v I THNBH—ERICEETE X
ED

& 4. SUSE Managertr —/\O5MEBH— + DEH

Port number  Protocol Used By Notes

80 TCP HTTP Required for SUSE Customer Center. Port 80 is not
used to serve the Web UI.

443 TCP HTTPS Required for SUSE Customer Center.

25151 TCP Cobbler

1.3.4.3. IERH — N — b

REBAR— k&, SUSE Manager7—/NICE > TARABTHERAINE T, WEKR— hdlocalhostdAH 5T It
ATEFET,

BEALDHBE. TNSDR— b ZHABITIHERHD EHEA.

& 5. SUSE Managerty —/\OREFHR— + DEH

R—+ES AE

2828 HT 541 MRRAPITH D Tomcat& TaskomaticORHNT FUr—> 3 > TfF
HEINnEd,

2829 TaskomaticAPIT#H D, TomcatORHNT FU s —> 3 > CERAINE T,

8005 TomcatD > v AT 2VR— b,

8009 Tomcath 5 Apache HTTPD (AJP),

8080 Tomcath 5 Apache HTTPD (HTTP).

9080 Salt-APITH D. Tomcat& TaskomaticORHNT FU s —> 3 > CERATNE
ERS
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R—+ES AE
32000 Taskomatichb KUY 751 FMEERZRITT BRETS >V (IVM)ADTCPIELGAD
/—J—:_ I\o

R— b32768LL LIE—BR— b LTHEATIE T, CNb5IE. TCPEGIDREICROIRBEICERINSE
To TCPEGUIIXMDRETNBZE. EETIEICNSO—RKR—FESOVITNHAZERL T, R
—hEBRELET,

ROARXY RZFALT. —FR—FTHB3R—hZzHBBTETET,

cat /proc/sys/net/ipv4/ip_local_port_range

1344 9 D&EEFE7OFR— b
RHFRAIT7IELINS TOF % RETHHICSUSE Manager7OF S TI7AT I A—ILERET BIC
& SMBOEEFER— DBV TWBIRELRHD £7,

NM5DR— kR, IRy bT—0 5T 14w INSUSE Manager7OFUICT IV EATESD LS
ICBDET,

Z 6. SUSE Manager70OF > D4R — FDEH

Port number  Protocol Used By Notes

22 Required for ssh-push and ssh-push-tunnel
contact methods. Clients connected to the proxy
initiate check in on the server and hop through to

clients.

67 TCP/UDP DHCP Required only if clients are requesting IP addresses
from the server.

69 TCP/UDP TFTP Required if the server is used as a PXE server for
automated client installation.

443 TCP HTTPS Web Ul, client, and server and proxy (tftpsync)
requests.

4505 TCP salt Required to accept communication requests from

clients. The client initiates the connection, and it
stays open to receive commands from the Salt
master.

4506 TCP salt Required to accept communication requests from
clients. The client initiates the connection, and it
stays open to report results back to the Salt
master.

SUSEIVEREgERsol | 1.3. v k7 — o B 10/ 67



1.3.4.5. MBS T OF 2K — b

TOF DS TIERATERZT7IEREEFIRYT 270HICSUSE Manager7OF S TI7AT7 04— IL%R
ET3ICIE IBOREER— FHBHVTVWIHELRHD £,

RDR—rZEFC L. SUSE Manager7OFh6DRy hT—0 574 v I THEBY —ERICEETE
F9,

& 7. SUSE Manager7OF > DI 3R — FDEH

Port number  Protocol Used By Notes
80 Used to reach the server.
443 TCP HTTPS Required for SUSE Customer Center.

1.3.4.6.9MB0 5147 > biR— b

SUSE Managertb—NEZDISAT7 Y MDETI 747 04— ILZRET BICIE. MBI S1T7 > bR—
FOBEWTWBHRENDD 7,

BEALDZE. TNSDR— 2RI IHEIIHD FHA.

% 8. SUSE Manager? 51 7 >~ D5 R— D EH

Port number  Direction Protocol Notes

22 Inbound SSH Required for ssh-push and ssh-push-tunnel
contact methods.

80 Outbound Used to reach the server or proxy.

9090 Outbound TCP Required for Prometheus user interface.

9093 Outbound TCP Required for Prometheus alert manager.

9100 Outbound TCP Required for Prometheus node exporter.

9117 Outbound TCP Required for Prometheus Apache exporter.

9187 Outbound TCP Required for Prometheus PostgreSQL.

1.3.4.7. X E 7R URL

V547V NEEFELTEHEERITT S7HICSUSE Managerh' 7 7t X TE23HENHBURLAH D £
To ELALDEE. ROURLICZ ZEZATENETD TS,

e SCC.suse.com

e Uupdates.suse.com

SUSELSMD 5147 > b 2fERLTVWSIEE. I 3ARL—Ta VI XATLADRKEDNY T—%
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RUETZTOMDOY—NICHT IV ELATETEIHRENDBIHZEDHD XTI, fce ZIE Ubuntuo 317>
rH B BIHE. UbuntutF —NICT IV E XTI 2HEDRHD £,

SUSEBIIND O SA TV N TIT7AT I A—INTIOCAD NS TN a—T 4 VT ZT5HFEDFEMIDOVNT
I&. Administration > Troubleshootingz &R L T< 72T L\,

LA NTVv o050 FOEH

Dt aviE NTVY OISO RAYTSRAMZUFvICSUSE Managerz- > X b—ILY B EMHIC
DWVWTEHBAL £9, Amazon EC2. Google Compute Engine. & & UMicrosoft Azure Tld7T X b & RHEZF 7
TIH BETFOEEREFH > THZOMOTONAFAICHHTITFBIET T,

B BEIc. ERFBEZRICRLED,

e SUSE ManagersgE 7O>— vid. [E5|E THABTINIESISDNSERZERITLEFY, KHES/OP—
v hi5e T LTSUSE Managerh'BifFE B DICENET 2 7cDICIE. COBBHIMINT Z2HBENH D F
9o SUSE Managerz & E 9 2HiIC. RAMBLIPOREZRITIZECHNEETY,
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1.4.2. Prepare Storage Volumes

We recommend that the repositories and the database for SUSE Manager are stored on separate storage
devices from the root volume. This will help to avoid data loss and possibly increase performance.

The SUSE Manager container utilizes default storage locations. These locations should be configured

prior to deployment for custom storage. For more information see Installation-and-upgrade >
Container-management

o Do not use logical volume management (LVM) for public cloud installations.

DRI RVRAML—=DT 4 AVDOH A X SUSE ManagerCEEBI3T1 XA MJE2—> a3 BLUF
vORILDBICE>TREDE T, RETAXIEZEHEITBIE. UnXTNA R/ —RELTA Y RE VRIS
RRSIhEzT, TNAMR/—ROBHNIE, BRIV IAZVAOBEE TONAMHICE > TERED ET,

SUSE Managertf —/\DJL— bR 2—LH100GBIALETHZ e ZHARL TSIV, 500GBLEDX
L—=C7 0 X0 %ZEBML. AIEERIBEICIESSDA ML —C%ZBIRL £9,.  SUSE Managertt—/N\Do TR
AAX=TE. RV T hZFERLT. 1Y IARHFICCOMEFIR) 2—LZEIDHTET,

1TVRIY A% TS L. SUSE ManagerF—/NICOJ 4> L. ROOXYY RZEAL T FAATERT
RTDRARL=CTFNARZRERETETET,

hwinfo --disk | grep -E "7 /N1 X7 71 JL:"

BIRLIETNAA XD 0D 5B WMES. 1sblkAYY RZEAL T BTN XDBRHLVY A X zBABL £
To RLTLWBRET s RIDY A XE—HLTVBERIZERLE T,

You can set up the external disk with the mgr-storage-server command. This creates an XFS partition
mounted at /manager_storage and uses it as the location for the database and repositories:

/usr/bin/mgr-storage-server <devicename>

ZbL=2RY a—LBLUON—T1 23 VOREMRRNY A I ZEL)DFHEMDOWVT
I&. Installation-and-upgrade > Hardware-requirementsz & L T 723 L),
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2.1. =N

Chapter2. 1 > X b— )L ECf&

2.1.5—N

2.1.1. Deploy SUSE Manager '5.0' Server as a Virtual Machine

This chapter provides the required Virtual Machine settings for deployment of SUSE Manager '5.0" as an
Image. KVM will be combined with Virtual Machine Manager (virt-manager) as a sandbox for this

installation.

The preferred method for deploying SUSE Manager '5.0' Server is to use one of the
following available images. All tools are included in these images greatly simplifying

deployment.

2.1.1.1. Available Images
Images for SUSE Manager '5.0" are available at SUSE Manager '5.0' VM images.
For more information on preparing raw images see:

e https://documentation.suse.com/en-us/sle-micro/5.5/single-html/SLE-
Micro-deployment/#sec-raw-preparation

e https://documentation.suse.com/en-us/sle-micro/5.5/single-html/SLE-
o Micro-deployment/#cha-images-procedure

For additional information on the self install images see:

e https://documentation.suse.com/en-us/sle-micro/5.5/single-html/SLE-
Micro-deployment/#cha-selfinstal-procedure

# 9. Available Server Images

Architecture Image Format

aarch64 qcow2, vmdk

x86_64 gcow2, vmdk, raw, Self Installer
ppc64le raw, Self Installer

* $390x qcow2, raw

* Two storage options are available for s390x: CDL DASD and FBA.

2.1.1.2. R > > XY 3 — T v (virt-manager) DR E

virt-manager ZfEA L T. MLWMREI D VZERTI LTI, ROBREZANNILEFT,
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o BE VAVITARAYRAM=)LICELTVWET, ERIRIRZERY %15

&. Installation-and-upgrade > Hardware-requirementsiZ!) X F TN TWBEMH %
BLTLIETL,

KVM Settings

Installation Method Import Existing Disk Image

Os: Linux

Version: SUSE Manager-Server.x86_64-5.0.0-
Build16.10.qcow2

Memory: 16 GB

CPU’ s: 4

Storage Format: .qcow?2 100 GB (Default) Root Partition

Name: test-setup

Network Bridge br0

2.1.1.3. Initial KVM Setup

Procedure: Creating Initial Setup

1. #o>O—RL7Minimal KVMA X—=2%@ERLTHLOWMREYS > %Z4ER L. [Import  existing
disk inage]l (BEEDT 4 AT A—UBA VH— L) ZERLET,

2. Configure RAM and number of CPUs (at least 16 GB RAM and 4 CPUs).
3. Name your KVM machine.
4. Click [ Begin Installation ] to boot from the image.

5. At the JeOS Firstboot screen select start to continue.
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6. Select keyboard layout.

7. Accept the license agreement.
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8. Select your time zone.

9. Enter a password for root.

SUSE Manager '5.0' | 2.1. #—/\ 17/67



10. Once installation completes login as root.

11. Proceed to the next section.

1. Boot the virtual machine.
2. rootz LTOJ1r>LET,

3. Register SL Micro with SCC.

transactional-update register -r <REGCODE> -e <your_email>

4. BEFBLEXT,
5. Register SUSE Manager '5.0" with SUSE Customer Center.

transactional-update register -p SUSE-Manager-Server/5.0/x86_64 -r <REGCODE>

6. Reboot

7. Update the system:

transactional-update

8. If updates were applied reboot.

SUSE Manager '5.0' | 2.1. #—/\
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9. This step is optional. However, if custom persistent storage is required for your infrastructure, use
the mgr-storage-server tool. For more information, see mgr-storage-server --help. This tool
simplifies creating the container storage and database volumes.

O Use the command in the following manner:
mgr-storage-server <storage-disk-device> [<database-disk-device>]
For example:

mgr-storage-server /dev/nvmelnl /dev/nvme2nl

This command will create the persistent storage volumes at
/var/1lib/containers/storage/volumes.

For more information, see Installation-and-upgrade > Container-
management.

10. Otherwise run the following command to deploy SUSE Manager:

mgradm install podman <FQDN>

2.1.2. Deploy SUSE Manager '5.0' Server

This guide shows you how to install and configure a SUSE Manager '5.0' container on SLE Micro 5.5.

2.1.2.1. Hardware Requirements for SUSE Manager

This table shows the software and hardware requirements for deploying SUSE Manager Server on your
bare metal machine. For the purposes of this guide your machine should have 16 GB of RAM, and at least
200 GB of disk space.

R10.VI+IT7ELUN-FO T TDEN

Software and Hardware Recommended

Operating System: SLE Micro 5.5

Architecture x86-64, ARM, s390x, ppcb4le
Processor: (CPU) Minimum of four (4) 64-bit CPU cores
RAM: 16 GB

Disk Space: 200 GB
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Software and Hardware Recommended

Channel Requirements 50 GB per SUSE or openSUSE product

360 GB per Red Hat product

Swap space: 3GB

Supported operating system for the Server Container Host

The supported operating system for the container host is SLE Micro 5.5.

Container host

o A container host is a server equipped with a container engine like Podman, which
lets it manage and deploy containers. These containers hold applications and
their essential parts, such as libraries, but not a full operating system, making
them lightweight. This setup ensures applications run the same way in different
environments. The container host supplies the necessary resources such as CPU,
memory, and storage for these containers.

Server deployment mandates the use of a fully qualified domain name (FQDN). In the
absence of automatic DNS provision of an FQDN by your router or network, the
deployment process will not proceed successfully. An FQDN typically follows the
format <host>.<domain>.com.

For instance:

e Suma. example .com

e Suma.container.lab

For more information, see the section on network requirements in Installation-and-
upgrade > Network-requirements.

2.1.2.2. Persistent Volumes

SUSE Manager '5.0' defines the required persistent storage volumes by default. These are created during
installation by the mgradm tool if they do not already exist.

These volumes are created in /var/1lib/containers/storage/volumes/, where Podman stores its volumes by
default.

SUSENEREEERSI0l 2.1, + —/\ 20/67



Recommendations

You can leverage the simplicity of storage by mounting an external storage device to
this directory. Since it will store the PostgreSQL database, binary packages for
repositories, caches, operating system images, autoinstallation distributions, and
configuration files, we have three recommendations:

Fast Storage

o This mount point should ideally be NVMe or SSD-class devices. Slower storage
will adversely affect SUSE Manager performance.

Large Capacity

Recommended minimum size for this is at least 300 GB, and larger if there will be
multiple Linux distributions or architectures to manage.

Recommended Filesystem

XFS (though any supported filesystem for SLE Micro 5.5 could work).

Optional

You can provide custom storage for the volumes by mounting disks on the expected volume path

inside it such as /var/lib/containers/storage/volumes/var-spacewalk. This adds to the complexity of

a SUSE Manager deployment, and may affect the resilience the default storage recommendation

provides.

For a list of all persistent volumes in the container, see Installation-and-upgrade > Container-
management.

2.1.2.3. SLE Micro 5.5 Installation

Procedure: Download the Installation Media

1

2.

Locate the SLE Micro 5.5 installation media at https://www.suse.com/download/sle-micro/.

You will need an account with SUSE Customer Center and must be logged in to download the I1SO
image.

. Download SLE-Micro-5.5-DVD-x86_64-GM-Medial.1so.
. Prepare a DVD or USB flash drive for installation.

. Insert the DVD or USB flash drive (USB disk or key) containing the installation image for SLE Micro

5.5.

. Boot or reboot your system.

For more information about preparing your machines (virtual or physical), see SLE Micro 5.5
Deployment Guide.

Procedure: SLE Micro 5.5 Installation
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1. Use the arrow keys to select Installation.
. Adjust keyboard and language.

. Click the checkbox to accept the license agreement.

HowN

. Click Next to continue.

5. Select the registration method. For this example, we will register the server with SUSE Customer
Center.

Registering SUSE Manager as an Extension during
Installation

The SUSE Manager '5.0' container is installed as an extension. Therefore, in
addition to acquiring SUSE Customer Center registration codes for SLE Micro 5.5,
you will also need SUSE Customer Center registration codes for the following
extensions:

©  SUSE Manager '5.0' Server

O SUSE Manager '5.0' Proxy

©  Retail Branch Server

The following section uses a registration code for the x86-64 architecture. To
register ARM or s390x architectures replace with the correct registration code.

6. Enter your SUSE Customer Center email address.
7. Enter your registration code for SLE Micro 5.5.
8. Click Next to continue.
9. Onthe Extension and Module Selection page, uncheck the Hide Development Versions checkbox.
10. Select the SUSE Manager '5.0' Server extension Checkbox.
11. Click Next to continue.
12. Enter your SUSE Manager '5.0' Server extension registration code.
B[NV I LTHEITLET,
14. Onthe NTP Configuration page click [ Next].
15. On the Authentication for the System page enter a password for the root user. Click [ Next ].

16. On the Installation Settings page click [ Install].

This concludes installation of SLE Micro 5.5 and SUSE Manager '5.0' as an extension.

2.1.2.3.1. Registration from the Command Line (Optional)

If you added SUSE Manager '5.0' as an extension during SLE Micro 5.5 installation then you can skip this
step. However, optionally you may skip registration during SLE Micro 5.5 installation by selecting the [
Skip Registration ] button. This section provides steps on registering your products after SLE Micro 5.5
installation.
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Procedure: Post Installation Product Registration

1. Register SLE Micro 5.5 to SUSE Customer Center from the command line run the following
commands on the container host:

transactional-update register -r <reg_code> -e <your_email>

2. Use the registration code you obtained from your SUSE Customer Center account for SLE Micro 5.5.

o The following section uses a registration code for the x86-64 architecture. To
register ARM or s390x architectures replace it with the correct registration code.

3. Next add the SUSE Manager Server Extension 5.0 x86_64 (Beta) Extension. List available
extensions with the following command:

transactional-update --quiet register --list-extensions

4. Use your SUSE Manager Server Extension 5.0 x86_64 registration code with the following
command:

transactional-update register -p SUSE-Manager-Server/5.0/x86_64 -r <reg_code>
5 BEBLEY,

2.1.2.3.2. Update the system

1. Login asroot.

2. Run transactional-update:

transactional-update
3. BEFglLEd,

2.1.2.3.3. Configure Custom Persistent Storage

This step is optional. However, if custom persistent storage is required for your infrastructure, use the
mgr-storage-server tool.

For more information, see mgr-storage-server --help. This tool simplifies creating the container storage
and database volumes.

+ Use the command in the following manner:

mgr-storage-server <storage-disk-device> [<database-disk-device>]
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+ For example:

mgr-storage-server /dev/nvmelnl /dev/nvme2nl

This command will create the persistent storage volumes at
o /var/lib/containers/storage/volumes.

For more information, see Installation-and-upgrade > Container-management.

2.1.2.4. Deploy with mgradm

Procedure: Deploy SUSE Manager '5.0' Using mgradm
1. Login asroot.

2. Execute the following command, replacing <suma.example.com> with your fully qualified domain
name:

mgradm install podman <suma.example.com>

If the above command fails ensure that you have registered SUSE Manager '5.0'".
If you skipped registration during installation and now need to register from the
command line, follow the steps below to log in to the registry:

podman login -u <EMAIL> -p <REGISTRATION-CODE> registry.suse.com
Use the SUSE Manager '5.0' registration key when prompted.
3. Enter a certificate and administrator account password when prompted.

0 The administrator account password must be at least 5 characters and less than
48 characters in length.

. Press [ Enter].
. Enter the email address of the administration account. Press [ Enter ].
. Wait for deployment to complete.

. Open a browser and proceed to your servers FQDN.

0 N o o b

. Enter your username (default is admin) and the password you set during the deployment process.
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SLE Micro is designed to update itself automatically by default and will reboot after

applying updates. However, this behavior is not desirable for the SUSE Manager

environment. To prevent automatic updates on your server, we recommend
o disabling the transactional-update timer.

You can disable the timer by running the following command:

systemctl disable --now transactional-update.timer

In this guide you deployed SUSE Manager '5.0' Server as a container. Proceed to the next section to add
your organization credentials for syncing with SUSE Customer Center.

2.1.2.5. Connect SUSE Manager '5.0' to SUSE Customer Center

CDEIL a3 TIE. WebUINSSCCEFHAZRD . RYIDI AT 2 b F v RV ZBIMYT BHEICDOWN
THHEALE Y,

7O =2 v HBOEBIBERONA

1
2.

Open a browser and proceed to your servers FQDN.

Enter your username (default is admin) and the password you set during the deployment process.

3. In the SUSE Manager Web Ul, select Admin > Setup Wizard.

o v oA

[EYy b7y T —R] R=TH 5, [HBOBERBER]Z TZERLET,

. [Add a new credential] (]t L LWERIBHRODEM) =2V v I LFT,
. Point your browser to the SUSE Customer Center.

. Select your organization from the left navigation.

8. Select the users tab from the top of the page then [ Organization Credentials ].

9.
10.

Make a note of your Mirroring credentials.

Back in the SUSE Manager Web Ul enter your Username and Password, and confirm with [ Save ].

When the credentials are confirmed with a green check-mark icon, proceed with ~'[1 > — 2 +: SUSE
Customer Center& M [EIHA.

70> —< %: SUSE Customer Center & D[EHA

L

2.

Web UIT, BB » Y b7y T U —FRIZBEIL XD,

From the Setup Wizard page select the SUSE Products tab. If you recently registered with SUSE
Customer Center a list of products will begin populating the table. This operation could take up to a
few minutes. You can monitor the progress of the operation in section on the right Refresh the
product catalog from SUSE Customer Center. The table of products lists architecture, channels, and
status information. For more information, see Reference » Admin.
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SUSE Linux Enterprise Desktop 12 SP1

SUSE Linux Enterprise Desktop 12 SP2

SUSE Linux Enterprise Desktop 12 SP3

SUSE Linux Enterprise Desktop 15

Filter by architecture

SUSE Linux Enterprise High Performance Computing 15
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& Clear

Channels

© include recommended

© include recommended

First

25 v items per page

Prev

+ Add products

Mext

Last

Refresh the praduct catalog
from SUSE Customer Center

< Refresh

Why aren't all SUSE products
displayed in the list?

The products displayed on this list are
directly linked to your Organization
credentials (Mirror credentials) as well
as your SUSE subscriptions.

[f you believe there are products
missing, make sure you have added
the correct Organization credentials in
the previous wizard step.

3. Use the Filter by product description and Filter by architecture to filter the list of displayed
products. The channels listed on the [ Products ] page provide repositories for clients.

O Add channels to SUSE Manager by selecting the check box to the left of each channel. Click the

arrow symbol to the left of the description to unfold a product and list available modules.

©  Click [ Add Products] at the top of the page to start product synchronization.

After adding the channel, SUSE Manager will schedule the channel to be synchronized. This can take a
long time as SUSE Manager will copy channel software sources from the SUSE repositories located at
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SUSE Customer Center to the local /var/1lib/containers/storage/volumes/var-spacewalk/ directory of
your server.

When the channel is fully synchronized, a bootstrap repository for it will be automatically generated.
This step is crucial for successfully bootstrapping clients, ensuring that the channel synchronization and
distribution are operational on the client side. This completes the installation and configuration of SUSE

Manager, along with preparing the channels necessary for bootstrapping clients.

When the channel synchronization process is complete, you can proceed with registering the SUSE
Manager '5.0' Proxy or additional clients.

For more instructions, see Client-configuration > Registration-overview.

2.1.2.6. Entering the container for management

To get to a shell inside the container, run on the container host:

mgrctl term

2.1.3. SUSE Manager Server Air-gapped Deployment

2.1.3.1. What is air-gapped deployment?

Air-gapped deployment refers to the setup and operation of any networked system that is physically
isolated from insecure networks, especially the internet. This type of deployment is commonly used in
high-security environments such as military installations, financial systems, critical infrastructure, and
anywhere sensitive data is handled and must be protected from external threats.

2.1.3.2. Deploy with Virtual Machine

The recommended installation method is using the provided SUSE Manager Virtual Machine Image
option, since all the needed tools and container images are pre-loaded and will work out of the box.

For more information about installing SUSE Manager Server Virtual Machine, see Deploy Server as a
Virtual Machine.

To upgrade SUSE Manager Server, users should upgrade all packages in the system and follow the
procedures defined in Server Upgrade.

2.1.3.3. Deploy SUSE Manager on SLE Micro

SUSE Manager also provides all the needed container images in RPM’ s that can be installed on the
system.

o User should make the needed RPM available on the internal network. That can be
done by using a second SUSE Manager Server or an RMT server.

Procedure: Install SUSE Manager on SLE Micro in Air-gapped
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container-deployment/suma/server-deployment-vm-suma.pdf
container-deployment/suma/server-deployment-vm-suma.pdf
container-management/updating-server-containers.pdf

1. Install SLE Micro
2. Update the system

3. Install tools packages and image packages (replace SARCHS with the correct architecture)

transactional-update pkg install mgradm* mgrctl* suse-manager-5.0-SARCHS-server-*

4. BEFLET,
5. Deploy SUSE Manager with mgradm.

For more detailed information about installing SUSE Manager Server on SLE Micro, see Deploy Server
as a Virtual Machine.

To upgrade SUSE Manager Server, users should upgrade all packages in the system and follow the
procedures defined in Server Upgrade.

2.1.4. SUSE Manager Server and the Public Cloud

Public clouds provide SUSE Manager under a Bring-your-own-subscription (BYOS) or Pay-as-you-go
(PAYG) models.

For more information about using SUSE Manager in the public cloud, see Specialized-guides > Public-
cloud-guide.

22.7O0F%F>

2.2.1. Deploy SUSE Manager '5.0' Proxy as a Virtual Machine

This chapter provides the Virtual Machine settings for deployment of SUSE Manager '5.0' as an image.
KVM will be combined with Virtual Machine Manager (virt-manager) as a sandbox for this installation.

The preferred method for deploying SUSE Manager '5.0' Proxy is to use one of the
following available images. All tools are included in these images greatly simplifying
deployment.

2.2.1.1. Available Images

Images for SUSE Manager '5.0" are available at SUSE Manager '5.0" VM images.

Z 11. Available Proxy Images

Architecture Image Format
aarch64 gcow2, vmdk
x86_64 qgcow2, vmdk, raw, Self Installer
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container-deployment/suma/server-deployment-suma.pdf
container-deployment/suma/server-deployment-suma.pdf
container-management/updating-server-containers.pdf
https://www.suse.com/download/suse-manager/
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For more information on preparing raw images see:

e https://documentation.suse.com/en-us/sle-micro/5.5/single-html/SLE-
Micro-deployment/#sec-raw-preparation

e https://documentation.suse.com/en-us/sle-micro/5.5/single-html/SLE-
o Micro-deployment/#cha-images-procedure

For additional information on the self install images see:
e https://documentation.suse.com/en-us/sle-micro/5.5/single-html/SLE-
Micro-deployment/#cha-selfinstal-procedure
2.2.1.2. /BT Y% —T v (virt-manager) DR E

virt-manager ZfEAL T, MLWMRET S VZERTIEEIC. ROREEZANNDLET,

RDRTIE. REBHZEELTVWET, Nhsid 120953172 A H30—N

o BE DAV ITAM YA R=LISBELTWET, ERIRIRZERY 515

&+ Installation-and-upgrade > Hardware-requirementsiC') X FTNTWVWBIEMH%Z
BLTLIETL,

2.2.1.3. Hardware Requirements for the Proxy

This table shows the hardware requirements for deploying SUSE Manager Proxy.

KVM Settings

Installation Method Import Existing Disk Image

0s: Linux

Version: SUSE Manager-Proxy.x86_64-5.0.0-
Build16.12.qcow2

Memory: 2GB

CPU s: 2

Storage Format: .qcow? 40 GB (Default) Root Partition

Name: test-setup

Network Bridge br0

/var/1lib/containers/storage/volumes/srv-www  Minimum 100 GB, Storage
requirements should be calculated for the number of ISO distribution images,
o containers, and bootstrap repositories you will use.

/var/1ib/containers/storage/volumes/var-cache (Squid) Minimum 100 GB
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1. #o>O—FkL7Minimal KWMAX—2ZERLTHLWMREYS > Z1ER L. [Import  existing
disk image] (BEFEDT 1 RIARXA—T%HAVR—bF) ZBRLET,

2. Configure RAM and number of CPUs (at least 16 GB RAM and 4 CPUs).

3. KIMY > VICRai%Z{FiF. [Customize configuration before install] (4 VX M—ILBIICEREZ S
AEIARX) FIv IRy I RZZEIRLE T,

4. Click [ Begin Installation ] to boot from the image.

5. At the JeOS Firstboot screen select start to continue.

6. Select keyboard layout.
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7. Accept the license agreement.

8. Select your time zone.
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9. Enter a password for root.

10. Once installation completes login as root.

11. Proceed to the next section.
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2.2.1.5. Register SL Micro and SUSE Manager '5.0'

Procedure: Registering SL Micro and SUSE Manager '5.0' Proxy

1

2.
3.

. Boot the virtual machine.
rootz LCOd1> L%,

Register SL Micro with SCC.

transactional-update register -r <REGCODE> -e <your_email>

. BEFLET,
. Register SUSE Manager '5.0" with SUSE Customer Center.

transactional-update register -p SUSE-Manager-Proxy/5.0/x86_64 -r <REGCODE>

. BiEFLET,

. Update the system:

transactional-update

. If updates were applied reboot.

2.2.1.6. Create an Activation Key for the Proxy

On the SUSE Manager server, create an activation key for the Proxy.

Task: Create an Activation Key

1

- Navigate to Systems > Activation Keys, and click [ Create key ].

2. Create an activation key for the proxy host with SL Micro 5.5 as the parent channel. This key should

include all recommended channels and the Proxy as an extension child channel.

3. Proceed to boostrapping the proxy host as a minion.

2.2.1.7. Bootstrap the Proxy Host

Task: Bootstrap the Proxy Host

1

. Select Systems > Bootstrapping.

2. Fillin the fields for your proxy host.

3. Select the Activation key created in the previous step from the dropdown.

4. Click [ Bootstrap].

5. Wait for the Bootstrap process to complete successfully. Check the Salt menu and confirm the Salt

key is listed and accepted.
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6. Reboot the proxy host.

7. Select the host from the System list and trigger a second reboot after all events are finished to
conclude the onboarding.

Task: Update the Proxy Host

1. Select the host from the Systems list and apply all patches to update it.

2. Reboot the proxy host.

2.2.1.8. Generate the Proxy Configuration

The configuration archive of the SUSE Manager Proxy is generated by the SUSE Manager Server. Each
additional Proxy requires its own configuration archive.

o 2 GB represents the default proxy squid cache size. This will need to be adjusted for
your environment.

For Podman deployment, the container host for the SUSE Manager Proxy must be
o registered as a client to the SUSE Manager Server prior to generating this proxy
configuration.

If a proxy FQDN is used to generate a proxy container configuration that is not a registered client (as in
the Kubernetes use case), a new system entry will appear in system list. This new entry will be shown
under previously entered Proxy FQDN value and will be of Foreign system type.

2.2.1.8.1. Generate the Proxy Configuration with Web Ul

Procedure: Generating a Proxy Container Configuration using Web Ul
1L WebUIT. 7L TOFLOREICKE L. BEBERT—EZANAILET,
2. [FOFFON] 70 —ILRIC. FOFSORLEMR XAV EEANNLET,

3. [#RFQDN] 7 —JL KIZ. SUSE Managertt —/\ £ 7zI3BIDSUSE Manager 7O F > DSERE/ K X1 >
BENNDLET,

4, [FOFDSSHR—K] T4 —JLRIC. SSHY—E ZXA'SUSE Manager7OF > T X > L TLWABSSHAR
—rEANALET, 774 MDEONEZHIFTZIEZHEIDHDLET,

5. In the Max Squid cache size [MB] field type maximal allowed size for Squid cache. Recommended is

to use at most 60% of available storage for the containers.

o 2 GB represents the default proxy squid cache size. This will need to be adjusted
for your environment.

[SSLEERPAZE] #EIR' X b T. SUSE Manager7OF T RAICH LWH—NGEAZEZER T 50 BEEOT—N
AREZER T AW ZEIRLE 9. EMINIEERAEIE. SUSE Managerii&HAAHD(BCER)EAZ LR
BIECHTEET,
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+  ERICSGL T, HILVWAREZER T 37O DEBRCATRAEAD/NR, Fld7OFEEAZ L LTE
RSN BBEOMAEL ZDF—ADNXDOVWTIhHZEEL T,

+  The CA  certificates generated by  the server  are stored in the
/var/1lib/containers/storage/volumes/root/_data/ssl-build directory.

+ BEFDERRE F1cld D X4 LEEAE. & K URHARAE C PRGEAZE O DFMAICDOWVT
I&. Administration > Ssl-certs-importedz & L T 723 L\,

1. Click [ Generate] to register a new proxy FQDN in the SUSE Manager Server and generate a
configuration archive (config.tar.gz) containing details for the container host.

2. After a few moments you are presented with file to download. Save this file locally.

: . o
1 Container Based Proxy Configuration
You can generate a set of configuration files and certificates in order to register and run a container-based proxy. Once the following form is filled out and submitted you will get a .zip archive to download

Proxy FQDN *: J., proxy.domain.cc

Server FQDN *: 1., server.d

FQDN of the server of proxy to connect to

Proxy SSH port:

Max Squid cache size (MB) *:
Proxy administrator email *:

SSL certificate *: @ Create () Use existing

CA certificate to use to sign the SSL certificate in PEM [Browse...|
format *:

J file select
CA private key to use to sign the SSL certificate in PEM [Browse...| 1o

format *:

The CA private key password *; | =
SSL Certificate data

Alternate CNAMES +

2-letter country code:
State:

city:

Organization:
Organization Unit:

Email:

& Clear fields

2.2.1.8.2. Generate the Proxy Configuration with spacecmd and Self-Signed Certificate

Procedure: Generating Proxy Configuration with spacecmd and Self-
Signed Certificate

You can generate a Proxy configuration using spacecmd.

1. SSH into your container host.

2. Execute the following command replacing the Server and Proxy FQDN:
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mgrctl exec -ti 'spacecmd proxy_container_config_generate_cert -- dev-pxy.example.com
dev-srv.example.com 2048 email@example.com'-o /tmp/config.tar.gz

3. Copy the generated configuration from the server container:

mgrctl cp server:/tmp/config.tar.gz .

2.2.1.8.3. Generate the Proxy Configuration with spacecmd and Custom Certificate

You can generate a Proxy configuration using spacecmd for a custom certificates rather than the default
self-signed certificates.

Procedure: Generating Proxy Configuration with spacecmd and Custom
Certificate

1. SSH into your Server container host.

2. Execute the following command replacing the Server and Proxy FQDN:

for fin ca.crt proxy.crt prox¥.key; do
dmgrctl cp Sfserver:/tmp/$

one
mgrctl exec -ti 'spacecmd proxy_container_config -- -p 8022 pxy.example.com
srv.example.com 2048 email@example.com /tmp/ca.crt /tmp/proxy.crt /tmp/proxy.key -o
/tmp/config.tar.gz'

3. Copy the generated configuration from the server container:

mgrctl cp server:/tmp/config.tar.gz .

2.2.1.9. Configure Custom Persistent Storage

This step is optional. However, if custom persistent storage is required for your infrastructure, use the
mgr-storage-proxy tool.

For more information, see mgr-storage-proxy --help. This tool simplifies creating the container storage
and Squid cache volumes.

+ Use the command in the following manner:

mgr-storage-proxy <storage-disk-device>

+ For example:
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+ |

This command  will create the persistent storage volumes at
/var/lib/containers/storage/volumes.

- For more information, see Installation-and-upgrade > Container-management.

2.2.1.10. Transfer the Proxy Configuration

The Web Ul generates a configuration archive. This archive needs to be made available on the proxy
container host.

Procedure: Copying the Proxy Configuration

1. Copy the files from the Server container to the Server host OS:

2. Next copy the files from the Server host OS to the Proxy host:

3. Install the Proxy with:

2.2.1.11. Start the SUSE Manager '5.0' Proxy

Container can now be started with the mgrpxy command:

Procedure: Start and Check Proxy Status
1. Start the Proxy by calling:

2. Check container status by calling:

5DMSUSE Manager7OF > AV T O FETIHELHD £,

O proxy-salt-broker
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O proxy-httpd
O proxy-tftpd
O proxy-squid

O proxy-ssh
And should be part of the proxy-pod container pod.

2.2.1.11.1. Using a Custom Container Image for a Service

By default, the SUSE Manager Proxy suite is set to use the same image version and registry path for each
of its services. However, it is possible to override the default values for a specific service using the install
parameters ending with -tag and -image.

fee 2. ROELSICERALET,

mgrﬂxy install podman --httpd-tag 0.1.0 --httpd-image registry.opensuse.org/uyuni/proxy-httpd
/path/to/config.tar.gz

It adjusts the configuration file for the httpd service, where registry.opensuse.org/uyuni/proxy-httpds is
the image to use and 0.1.0 is the version tag, before restarting it.

To reset the values to defaults, run the install command again without those parameters:
mgrpxy install podman /path/to/config.tar.gz

This command first resets the configuration of all services to the global defaults and then reloads it.

2.2.2. Deploy a SUSE Manager '5.0' Proxy

This guide outlines the deployment process for the SUSE Manager '5.0' Proxy. This guide presumes you
have already successfully deployed a SUSE Manager '5.0' Server.

SLE Micro is only supported as regular minion (default contact method) for the time
being. We are working on managing it as Salt SSH client (salt-ssh contact method),
too.

To successfully deploy, you will perform the following actions:

Task: Proxy Deployment
1. Review hardware requirements.
2. Synchronize the SLE Micro 5.5 parent channel and the proxy extension child channel on the server.
3. Install SLE Micro 5.5 on a bare-metal machine.
4. During the installation, register SLE Micro 5.5 along with the SUSE Manager '5.0' Proxy extension.

5. Create a Salt activation key.

SUSEINEREEES0l 2.2, 701+ > 38/67



6. Bootstrap the proxy as a client with the default connection method.

7. Generate a proxy configuration.

8. Transfer the proxy configuration from server to proxy.

9. Use the proxy configuration to register the client as a proxy with SUSE Manager.

Supported operating system for the Proxy Container Host

The supported operating system for the container host is SLE Micro 5.5.

Container host

o A container host is a server equipped with a container engine like Podman, which
lets it manage and deploy containers. These containers hold applications and
their essential parts, such as libraries, but not a full operating system, making
them lightweight. This setup ensures applications run the same way in different
environments. The container host supplies the necessary resources such as CPU,

memory, and storage for these containers.

2.2.2.1. Hardware Requirements for the Proxy

This table shows the hardware requirements for deploying SUSE Manager Proxy.

R12.7O0FN—FOx7EH

Hardware Details

CPU x86-64, ARM

RAM Minimum
Recommended

Disk Space / (root directory)

/var/lib/containers/storage/volumes/srv-www

/var/1lib/containers/storage/volumes/var-cache
(Squid)

Recommendation

Minimum 2 dedicated 64-bit CPU
cores

2GB
8GB
Minimum 40 GB

Minimum 100 GB, storage
requirements should be
calculated for the number of ISO
distribution images, containers,
and bootstrap repositories you
will use.

Minimum 100 GB

2.2.2.2. Sync the Parent and Proxy Extension Child Channels

This section presumes that you have already entered your organization credentials under the Admin »
Setup Wizard — Organization Credentials in the Servers Web Ul. Products are listed on the Admin >
Setup Wizard — Products page. This channel must be fully synchronized on the server, with the child
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channel Proxy as an extension option selected.

B4 1. SUSE Manager '5.0' Channel Sync for Proxy

4 Setup Wizard e

HTTP Proxy Organization Credentials Products PAYG Connections

micro

X8 64 X Items 1- 6 of 6 Select All

Product Description

[ » SUSE Linux Enterprise Micro 5.0x86_64

[J » SUSE Linux Enterprise Micro 5.1x86_64

[ » SUSE Linux Enterprise Micro 5.2x86_64

[ » SUSE Linux Enterprise Micro 5.3x86_64

[ » SUSE Linux Enterprise Micro 5.4 x86_64

s SUSE Linux Enterprise Micro 5.5 x86_64

» SUSE Manager Client Tools for SLE Micro 5 x86_64 recommended

O SUSE Manager Retail Branch Server Extension 5.0 x86_64 (BETA)
O SUSE Package Hub 15 SP5 x86_64
O SUSE Manager Server Extension 5.0 x86_64 (BETA)
O SUSE Linux Enterprise Live Patching 15 SP5 x86_64
SUSE Manager Proxy Extension 5.0 x86_64 (BETA)
Pagelof1

Arch

xB86_64

x86_64

x86_64

x86_64

xB86_64

x86_64

| & Clear

| + Add products

Channels

Q® :

O ® :

25 « items per page

© include recommended
© include recommended
@ include recommended
© include recommended

© include recommended

=]
=]

Task: Sync the Proxy Parent Channel and Proxy Extension

1

2.

In the SUSE Manager Web Ul select Admin > Products.

From the products page enter SLE Micro in the filter field.

the SUSE Manager Proxy Extension 5.0 x86_64 BETA extension.

. Click the [ Add products ] button.

. Wait for the synchronization to complete.

2.2.2.3. SLE Micro 5.5 Installation

Task: Download the Installation Media

1. Locate the SLE Micro 5.5 installation media at https://www.suse.com/download/sle-micro/.

. Next use the drop-down to select the required architecture. For this example x86-64.

. In the Product Description field select the SLE Micro 5.5 checkbox then use the drop-down to select

2. You will need an account with SUSE Customer Center and must be logged in to download the ISO.
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3.
4,
5,
6.

Download SLE-Micro-5.5-DVD-x86_64-GM-Medial.1iso.
Prepare a USB flash disk or DVD for installation.
Insert a DVD or a bootable USB stick containing the installation image for SLE Micro 5.5.

Boot or reboot your system.

For detailed documentation on preparing your machines OS (virtual or physical), see SLE Micro 5.5
Deployment Guide.

Task: SLE Micro 5.5 Installation

1

HNoOow N

10.
11.
12,
13.
14.
15.

Use the arrow keys to select Installation.

. Adjust Keyboard and language. Click the checkbox to accept the license agreement.
. Click Next to continue.

. Select your registration method. For this example, we will register the server with SUSE Customer

Center.
SUSE Manager '5.0' Proxy as an extension
The SUSE Manager '5.0' Proxy is registered as an extension. Therefore, in
addition to acquiring an SUSE Customer Center registration key for SLE Micro 5.5,
o you will also need an SUSE Customer Center registration code for the following
extension:

©  SUSE Manager '5.0' Proxy

. Enter your SUSE Customer Center Email address.

. Enter your registration code for SLE Micro 5.5.

. Click Next to continue.

. Onthe Extension and Module Selection page uncheck the Hide Development Versions checkbox.

. Select the SUSE Manager '5.0' Proxy extension Checkbox.

Click Next to continue.

Enter your SUSE Manager '5.0' Proxy extension registration code.

[RAN1Z20 )y I LTHATLE T,

On the NTP Configuration page click [ Next].

On the Authentication for the System page enter a password for the root user. Click [ Next ].

On the Installation Settings page click [ Install].

This finalizes installation of SLE Micro 5.5 and SUSE Manager '5.0' Proxy as an extension.
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2.2.2.3.1. Update the System

Task: Update the System
1. Login as root.

2. Run transactional-update:

transactional-update

3. Reboot the system.
4. Login as root.

5. Install the container utilities:

o Alternatively you may install mgrpxy-zsh-completion or mgrpxy-fish-completion.

transactional-update pkg install mgrpxy mgrpxy-bash-completion
6. Reboot the system.

2.2.2.3.2. Configure Custom Persistent Storage

This step is optional. However, if custom persistent storage is required for your infrastructure, use the
mgr-storage-proxy tool.

For more information, see mgr-storage-proxy --help. This tool simplifies creating the container storage
and Squid cache volumes.

+ Use the command in the following manner:

mgr-storage-proxy <storage-disk-device>

+ For example:

mgr-storage-proxy /dev/nvmelnl

This command will create the persistent storage volumes at
o /var/lib/containers/storage/volumes.

For more information, see Installation-and-upgrade > Container-management.
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2.2.2.4. Create an Activation Key for the Proxy

Task: Create an Activation Key
1. Select Systems > Activation Keys then click [ Create key ].

2. Create an activation key for the proxy host with SLE Micro 5.5 as the parent channel. This key should
include all recommended channels and the proxy as an extension child channel.

3. Proceed to boostrapping the proxy host as a default client.

2.2.2.5. Bootstrap the Proxy Host as a Client

Task: Bootstrap the Proxy Host

—

- Select Systems > Bootstrapping.
. Fillin the fields for your proxy host.

. Select the activation key created in the previous step from the drop-down.

HowN

. Click [ Bootstrap ].

5. Wait for the bootstrap process to complete successfully. Check the Salt menu and confirm the Salt
key is listed and accepted.

6. Reboot the proxy host.

7. Select the host from the System list and trigger a second reboot after all events are finished to
conclude the onboarding.

Task: Update the Proxy Host
1. Select the host from the Systems list and apply all patches to update it.

2. Reboot the proxy host.

2.2.2.6. Generate the Proxy Configuration

The configuration archive of the SUSE Manager Proxy is generated by the SUSE Manager Server. Each
additional Proxy requires its own configuration archive.

o 2 GB represents the default proxy squid cache size. This will need to be adjusted for
your environment.

For Podman deployment, the container host for the SUSE Manager Proxy must be
o registered as a client to the SUSE Manager Server prior to generating this proxy
configuration.

If a proxy FQDN is used to generate a proxy container configuration that is not a registered client (as in
the Kubernetes use case), a new system entry will appear in system list. This new entry will be shown
under previously entered Proxy FQDN value and will be of Foreign system type.
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2.2.2.6.1. Generate the Proxy Configuration with Web Ul

Procedure: Generating a Proxy Container Configuration using Web Ul
1L WebUIT, ¥RFL> TOFSDBREICHEL. BEBT—FEANILET,
2. [FOFIFQON] 7o —ILRIC, 7OFCDRLBH R ATV EZANALET,

3. [ERFQN] 7 —JL RIS, SUSE Managertf—/\ & 7135 DSUSE Manager 7O F > D ELEE K X >
BENNILET,

4. [FOFPSSHR—K] 74 —JLRIZ. SSHY—E XHSUSE Manager7O0F > T X> L TWBSSHR
—rENILFET. 77 bDRONZHIFTZ_ L ZHEDHLFT,

5. In the Max Squid cache size [MB] field type maximal allowed size for Squid cache. Recommended is
to use at most 60% of available storage for the containers.

o 2 GB represents the default proxy squid cache size. This will need to be adjusted
for your environment.

[SSLEFRAZE] 3ER') X M T. SUSE Manager7OF T BICH LWH—NGEAZEZER T 50 BEEOY—N
ARREZFERTAHZERLE T, EMRINFAEIE. SUSE ManagerdiAAD(BEER)EAZSCR
BECEANTEET,

+ BRICBC T, MILWEERAE ZEM T 37D DEZCATEAZAD/N R, FlE7OF JatBAEE L TEA
CNBZREFEDARAEL EDF—ADNAOVWITNDZIEEL X T,

+ The CA certificates generated by the server are stored in the
/var/lib/containers/storage/volumes/root/_data/ssl-build directory.

+ BEFDEIAE F7c13 W X2 LEEEAE. & K UREAAE C PEEEAZE O OFMAIC DWW T
I&. Administration > Ssl-certs-imported= 2L T 723 L\,

1. Click [ Generate] to register a new proxy FQDN in the SUSE Manager Server and generate a
configuration archive (config.tar.gz) containing details for the container host.

2. After a few moments you are presented with file to download. Save this file locally.
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22.70%>

7 Container Based Proxy Configuration @

You can generate a set of configuration files and certificates in order to register and run a container-based proxy. Once the following form is filed out and submitted you will get a .zip archive to download

Proxy FQDN *: e.g., proxy.domain.co
Server FQDN *: e.g., se
FQDN of the server of proxy to connect to.

Proxy SSH port:

Max Squid cache size (MB) *: e.g., 2048
Proxy administrator email *:

SSL certificate*: @ Create () Use existing

CA certificate to use to sign the SSL certificate in PEM | Browse... | No file selected
format *:

CA private key to use to sign the SSL certificate in PEM ‘ Browse... ‘ No file selected
format *: e

The CA private key password *: | +eees

SSL Certificate data

Alternate CNAMEs +

2-letter country code:
State:

City:

Organization:

Organization Unit:

& Clear fields
2.2.2.6.2. Generate the Proxy Configuration with spacecmd and Self-Signed Certificate

Procedure: Generating Proxy Configuration with spacecmd and Self-
Signed Certificate

You can generate a Proxy configuration using spacecmd.

1. SSH into your container host.

2. Execute the following command replacing the Server and Proxy FQDN:

mgrctl exec -ti 'spacecmd proxy_container_config_generate_cert -- dev-pxy.example.com
dev-srv.example.com 2048 email@example.com'-o /tmp/config.tar.gz

3. Copy the generated configuration from the server container:

mgrctl cp server:/tmp/config.tar.gz.

2.2.2.6.3. Generate the Proxy Configuration with spacecmd and Custom Certificate

You can generate a Proxy configuration using spacecmd for a custom certificates rather than the default
self-signed certificates.

Procedure: Generating Proxy Configuration with spacecmd and Custom

SUSENEREEERSI0 |2.2. 701+ > 45/67



22.7O0%>

Certificate

1. SSH into your Server container host.

2. Execute the following command replacing the Server and Proxy FQDN:

3. Copy the generated configuration from the server container:

2.2.2.7. Transfer the Proxy Configuration

The Web Ul generates a configuration archive. This archive needs to be made available on the proxy
container host.

Task: Copy the Proxy Configuration

1. Copy the configuration archive (config.tar.gz) generated in the previous step to the Proxy host:

2. Install the Proxy with:

2.2.2.8. Start the SUSE Manager '5.0' Proxy

Container can now be started with the mgrpxy command:

Task: Start and Check Proxy Status
1. Start the Proxy by calling:

2. Check container status by calling:

5D®MSUSE Manager 7OF > AV T O EETIHENH D £7,
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O proxy-salt-broker
O proxy-httpd
O proxy-tftpd

O proxy-squid

(0]

proxy-ssh

And should be part of the proxy-pod container pod.

2.2.2.8.1. Using a Custom Container Image for a Service

By default, the SUSE Manager Proxy suite is configured to use the same image version and registry path
for each of its services. However, it is possible to override the default values for a specific service using
the install parameters ending with -tag and -image.

freZIE ROEKSICERALET,

mgrﬂxy install podman --httpd-tag 0.1.0 --httpd-image registry.opensuse.org/uyuni/proxy-httpd
/path/to/config.tar.gz

It adjusts the configuration file for the httpd service, where registry.opensuse.org/uyuni/proxy-httpds is
the image to use and 0.1.0 is the version tag, before restarting it.

To reset the values to defaults, run the install command again without those parameters:
mgrpxy install podman /path/to/config.tar.gz

This command first resets the configuration of all services to the global defaults and then reloads it.

2.2.3.k3sTO A>T FHHEIN/SUSE Manager7OF > D1 > X =)L

2231.k3sD1>RX =)L

SUSE Manager Proxy is supported on k3s running on top of SLE Micro in a single node
cluster. If you need to deploy it in any other Kubernetes environment, please contact
support for evaluation.

On the container host machine, install k3s (replace <k3S_HOST_FQDN> with the FQDN of your k3s host):

curl -sfL https://get.k3s.io | INSTALL_K3S_EXEC="--tls-san=<K3S_HOST_FQDN>" sh -

2.2.3.2. Installing tools

The installation requires the mgrpxy and helm packages.

The mgrpxy package is available in the SUSE Manager Proxy product repositories.
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o ContainersEY 2 —JLAtheln&E 1 ¥ X b— L 3 7-DICBETT,
1. Toinstall them run:

transactional-update pkg install mgrpxy

2. Reboot

2.2.3.3. Generate the Proxy Configuration

The configuration archive of the SUSE Manager Proxy is generated by the SUSE Manager Server. Each
additional Proxy requires its own configuration archive.

o 2 GB represents the default proxy squid cache size. This will need to be adjusted for
your environment.

For Podman deployment, the container host for the SUSE Manager Proxy must be
o registered as a client to the SUSE Manager Server prior to generating this proxy
configuration.

If a proxy FQDN is used to generate a proxy container configuration that is not a registered client (as in
the Kubernetes use case), a new system entry will appear in system list. This new entry will be shown
under previously entered Proxy FQDN value and will be of Foreign system type.

2.2.3.3.1. Generate the Proxy Configuration with Web Ul

Procedure: Generating a Proxy Container Configuration using Web Ul
L WebUIT. $ZXFL> TOFSOREICHBIL. BELT—E2EANNLET,
2. [ZAOFIFON T —ILRIC, TOFSORLEMR XA VBEANNLET,

3. [FAFQON] 7 —JLKRIZ. SUSE Managert —/N £ 7zI3BIDSUSE Manager 7O F > DSERE/ R X1 >
BENNILET,

4, [ZFOFISSHR—bF] 74 —JLRIC. SSHYF—E XNSUSE Manager7O0F > Tl X > L TWBSSHAR
—rZEANNLET, 774 EDRREZHITFT I L EHBOLET,

5. In the Max Squid cache size [MB] field type maximal allowed size for Squid cache. Recommended is
to use at most 60% of available storage for the containers.

o 2 GB represents the default proxy squid cache size. This will need to be adjusted
for your environment.

[SSLEEERE] IR X T, SUSE Manager7OFRICH L WH —NGEEREZER T 5 BEFEOT—N
ARAEZER T AW ZEIRLE T, EMINIEEAEIE. SUSE ManagertiHAAD(BCER)GEAZC R
BECEHTIET,
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22.70%>

+  ERICSGL T, HILVWAREZER T 37O DEBRCATRAEAD/NR, Fld7OFEEAZ L LTE
RSN BBEOMAEL ZDF—ADNXDOVWTIhHZEEL T,

+  The CA  certificates generated by  the server  are stored in the
/var/1lib/containers/storage/volumes/root/_data/ssl-build directory.

+ BEFDERRE F1cld D X4 LEEAE. & K URHARAE C PRGEAZE O DFMAICDOWVT
I&. Administration > Ssl-certs-importedz & L T 723 L\,

1. Click [ Generate] to register a new proxy FQDN in the SUSE Manager Server and generate a
configuration archive (config.tar.gz) containing details for the container host.

2. After a few moments you are presented with file to download. Save this file locally.

: . o
1 Container Based Proxy Configuration
You can generate a set of configuration files and certificates in order to register and run a container-based proxy. Once the following form is filled out and submitted you will get a .zip archive to download

Proxy FQDN *: J., proxy.domain.cc

Server FQDN *: 1., server.d

FQDN of the server of proxy to connect to

Proxy SSH port:

Max Squid cache size (MB) *:
Proxy administrator email *:

SSL certificate *: @ Create () Use existing

CA certificate to use to sign the SSL certificate in PEM [Browse...|
format *:

J file select
CA private key to use to sign the SSL certificate in PEM [Browse...| 1o

format *:

The CA private key password *; | =
SSL Certificate data

Alternate CNAMES +

2-letter country code:
State:

city:

Organization:
Organization Unit:

Email:

& Clear fields

2.2.3.3.2. Generate the Proxy Configuration with spacecmd and Self-Signed Certificate

Procedure: Generating Proxy Configuration with spacecmd and Self-
Signed Certificate

You can generate a Proxy configuration using spacecmd.

1. SSH into your container host.

2. Execute the following command replacing the Server and Proxy FQDN:

SUSENEREEERSI0 |2.2. 701+ > 49/67



mgrctl exec -ti 'spacecmd 8proxy_container_config_generate_cert -- dev-pxy.example.com
dev-srv.example.com 2048 email@example.com'-o /tmp/config.tar.gz

3. Copy the generated configuration from the server container:

mgrctl cp server:/tmp/config.tar.gz .

2.2.3.3.3. Generate the Proxy Configuration with spacecmd and Custom Certificate

You can generate a Proxy configuration using spacecmd for a custom certificates rather than the default
self-signed certificates.

Procedure: Generating Proxy Configuration with spacecmd and Custom
Certificate
1. SSH into your Server container host.
2. Execute the following command replacing the Server and Proxy FQDN:
for fin ca.crt proxy.crt proxy.key; do
mgrctl cp $f server:/tmp/$¥
done
mgrctl exec -ti 'spacecmd proxy_container_config -- -p 8022 pxy.example.com

srv.example.com 2048 email@example.com /tmp/ca.crt /tmp/proxy.crt /tmp/proxy.key -o
/tmp/config.tar.gz'

3. Copy the generated configuration from the server container:

mgrctl cp server:/tmp/config.tar.gz .

2.2.3.4. SUSE Manager 7O = > helm¥F v+ — ~ DEZHE

To configure the storage of the volumes to be used by the SUSE Manager Proxy pod, define persistent
volumes for the following claims. If you do not customize the storage configuration, k3s will
automatically create the storage volumes for you.

The persistent volume claims are named:

e squid-cache-pv-claim
e package-cache-pv-claim

e tftp-boot-pv-claim

Create the configuration for the SUSE Manager Proxy as documented in Installation-and-upgrade >
Container-deployment. Copy the configuration tar.gz file and then install:

mgrpxy install kubernetes /path/to/config.tar.gz
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For more information see https://kubernetes.io/docs/concepts/storage/persistent-volumes/
(kubernetes) or https://rancher.com/docs/k3s/latest/en/storage/ (k3s) documentation.

2.2.4. SUSE Manager Proxy Air-gapped Deployment

2.2.4.1. What is air-gapped deployment?

Air-gapped deployment refers to the setup and operation of any networked system that is physically
isolated from insecure networks, especially the internet. This type of deployment is commonly used in
high-security environments such as military installations, financial systems, critical infrastructure, and
anywhere sensitive data is handled and must be protected from external threats.

2.2.4.2. Deploy with Virtual Machine

The recommended installation method is using the provided SUSE Manager Virtual Machine Image
option, since all the needed tools and container images are pre-loaded and will work out of the box.

For more information about installing SUSE Manager Proxy Virtual Machine, see Deploy Proxy as a
Virtual Machine.

To upgrade SUSE Manager Proxy, users should follow the procedures defined in Proxy Upgrade.

2.2.4.3. Deploy SUSE Manager on SLE Micro

SUSE Manager also provides all the needed container images in RPM’ s that can be installed on the
system.

Procedure: Install SUSE Manager on SLE Micro in Air-gapped
1. Install SLE Micro.
. Bootstrap the Proxy Host OS as a Client on SUSE Manager Server.

2
3. Update the system.
4

. Install tools packages and image packages (replace SARCHS with the correct architecture)

transactional-update pkg install mgrpxy* mgrctl* suse-manager-5.0-SARCHS-proxy-*

w

. BiEFgL &Y,

[o)]

. Deploy SUSE Manager with mgrpxy.

For more detailed information about installing SUSE Manager Proxy on SLE Micro, see Deploy Proxy as
a Virtual Machine.

To upgrade SUSE Manager Proxy, users should follow the procedures defined in Proxy Upgrade.
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Chapter3. 7w o L — R &7
3.1.5—N

3.1.1. Migrating the SUSE Manager Server to a Containerized
Environment

To migrate a SUSE Manager '5.0' Server to a container, a new machine is required.

An in-place migration from SUSE Manager 4.3 to 5.0 will remain unsupported
because of the change of the underlying operating system from SUSE Linux
Enterprise Server 15 SP4 to SLE Micro 5.5.

The traditional contact protocol is no longer supported in SUSE Manager 5.0 and
o later. Before migrating from SUSE Manager 4.3 to '5.0', any existing traditional clients
including the traditional proxies must be migrated to Salt.

For more information about migrating traditional SUSE Manager 4.3 clients to Salt
clients, see https://documentation.suse.com/suma/4.3/en/suse-manager/
client-configuration/contact-methods-migrate-traditional.html.

Self trusted GPG keys are not migrated. GPG keys that are trusted in the RPM
database only are not migrated. Thus synchronizing channels with spacewalk-repo-
sync can fail.

The administrator must migrate these keys manually from the 4.3 installation after
o migration:

1. Copy the keys from the source server to the container host of the destination
server.

2. Add the keys to the container with mgradm gpg add ---.

The current migration procedure does not include functionality for renaming hostnames. As a result, the
fully qualified domain name (FQDN) of the destination server will remain the same as that of the source
server. Additionally, the IP address must remain unchanged to ensure that the minions can contact the
server. Consequently, after the migration, it will be necessary to manually update the DHCP and DNS
records to point to the new server.

3.1.1.1. Initial Preparation on the Old 4.3 Server

Procedure: Initial preparation on the 4.3 server

1. Stop the SUSE Manager services:

spacewalk-service stop
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2. Stop the PostgreSQL service:

systemctl stop postgresql

3.1.1.2. Prepare the SSH Connection

Procedure: Preparing the SSH connection

1. The SSH configuration and agent should be ready on the new '5.0' server for a passwordless
connection to the 4.3 server.

To establish a passwordless connection, the migration script relies on an SSH
agent running on the '5.0' server. If the agent is not active yet, initiate it by

0 running eval $(ssh-agent). Then, add the SSH key to the running agent with ssh-
add /path/to/the/private/key. You will be prompted to enter the password for
the private key during this process.

2. The migration script only uses the 4.3 server’ s FQDN in the SSH command.

3. This means that every other configuration required to connect, needs to be defined in the
~/.ssh/config file.

3.1.1.3. Perform the Migration

When planning your migration from SUSE Manager 4.3 to SUSE Manager 5.0, ensure

o that your target instance meets or exceeds the specifications of your current setup.
This includes, but is not limited to, Memory (RAM), CPU Cores, Storage, Network
Bandwidth, etc.

Procedure: Performing the Migration

This step is optional. However, if custom persistent storage is required for your infrastructure, use the
mgr-storage-server tool. For more information, see mgr-storage-server --help. This tool simplifies
creating the container storage and database volumes.

e Usethe command in the following manner:
mgr-storage-server <storage-disk-device> [<database-disk-device>]
For example:

mgr-storage-server /dev/nvmelnl /dev/nvme2nl
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This command will create the persistent storage volumes at
0 /var/lib/containers/storage/volumes.

For more information, see Installation-and-upgrade > Container-management.

1. Execute the following command to install a new SUSE Manager server, replacing
<oldserver.fqdn> with the appropriate FQDN of the 4.3 server:

mgradm migrate podman <oldserver.fqdn>

Trusted SSL CA certificates that were installed as part of an RPM and store on
SUSE Manager 4.3 in the /usr/share/pki/trust/anchors/ directory will not be
migrated. Because SUSE does not install RPM packages in the container, the

administrator must migrate these certificate files manually from the 4.3
installation after migration:

o 1. Copy the file from the source server to the destination server. For
example, as /local/ca.file.

2. Copy thefile into the container with:

mgradm cp /local/ca.file server:/etc/pki/trust/anchors/

After successfully running the mgradm migrate command, the Salt setup on all
clients will still point to the old 4.3 server. To redirect them to the '5.0" server,

o it is required to rename the new server at the infrastructure level (DHCP and
DNS) to use the same Fully Qualified Domain Name and IP address as 4.3
server.

3.1.2. Update Containers
Before running the upgrade command, it is recommended to upgrade the mgradm tool first.

1. One can do so by running the following command:
transactional-update

2. If updates were applied, reboot.

3. The SUSE Manager '5.0' Server container can be updated using the following command:

mgradm upgrade podman

This command will bring the status of the container up-to-date and restart the server.
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Upgrading to specific version

o If you do not specify the tag parameter , it will default to upgrading to the most
recent version. To upgrade to a specific version, provide the tag parameter with the
desired image tag.

For more information on the upgrade command and its parameters, use the following command:
mgradm upgrade podman -h

For air-gapped installations, first upgrade the container RPM packages, then run the mgradm command.

3.2. 70+%F>

3.2.1. Proxy Migration

In SUSE Manager 4.3, the proxy can be deployed using three different methods: RPM based,
containerized running on podman or k3s.

In SUSE Manager '5.0', management of the containerized proxy running with podman was re-designed
and made simpler with the mgrpxy tool. At the same time, RPM based support was removed, and only the

containerized version running with podman or k3s is supported.

This section describes migrating from Proxy 4.3 using the mgrpxy tool.

An in-place migration from SUSE Manager 4.3 to 5.0 is unsupported due to the
HostOS change from SUSE Linux Enterprise Server 15 SP4 to SLE Micro 5.5.

The traditional contact protocol is no longer supported in SUSE Manager 5.0 and
o later. Before migrating from SUSE Manager 4.3 to '5.0', any existing traditional clients

including the traditional proxies must be migrated to Salt.

For more information about migrating traditional SUSE Manager 4.3 clients to Salt
clients, see https://documentation.suse.com/suma/4.3/en/suse-manager/
client-configuration/contact-methods-migrate-traditional.html

3.2.1.1. Deploy a New SUSE Manager Proxy

Because in-place migration is not supported, the users must deploy a new SUSE Manager proxy with a
new FQDN.

e For more information about installing SUSE Manager Proxy, see Deploy Proxy as a Virtual Machine.

3.2.1.2. Migrate Clients to the New Proxy

o Before migrating the clients, ensure that the new proxy is already deployed and fully
functional.
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Procedure: Migrating Client between Proxies

N e

9.
10.

Log in to the SUSE Manager Server Web UL.

From the left navigation, select Systems > Systems List.

. Navigate to the old 4.3 proxy page, and click the Proxy tab.

. Select all system to "SSM".

. From the left navigation, select Systems » System Set Manager.
. Select the sub-menu Misc > Proxy.

. From the drop down select the new proxy to migrate to.

. Click on [ Change Proxy ].

After this action, minions will be migrated to the new proxy.

You can check the schedule progress to verify if all systems were successfully migrated.

After a few minutes, the machines will start to show up the new connection path. When all machines
have the connection path under the new proxy, the old 4.3 proxy machine is not needed anymore and
can be removed.

3.2.2. Update Containers

Before running the upgrade command, it is recommended to upgrade the mgrpxy tool first.

1. One can do so by running the following command:

transactional-update

2. If updates were applied, reboot.

3. The SUSE Manager '5.0' Proxy containers running on podman can be updated using the following

command:

mgrpxy upgrade podman

Those running on a Kubernetes cluster can update using:

mgrpxy upgrade kubernetes

Upgrading to specific version

o If you do not specify the tag parameter, it will default to upgrading to the most recent
version. To upgrade to a specific version, provide the tag parameter with the desired
image tag.
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While there is an option to upgrade a specific container using its specific tag, this
o feature is intended for applying PTFs only. We highly recommend using the same tag
for all proxy containers to ensure consistency under normal circumstances.

For air-gapped installations, first upgrade the container RPM packages, then run the mgradm command.
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4.1. Custom YAML Configuration and Deployment with mgradm

Chapter 4. EXH G —/VEE

4.1. Custom YAML Configuration and Deployment with mgradm

You have the option to create a custom mgradm.yaml file, which the mgradm tool can utilize during
deployment.

mgradm will prompt for basic variables if they are not provided using command line
parameters or the mgradm.yaml configuration file.

For security, using command line parameters to specify passwords should be
avoided: use a configuration file with proper permissions instead.

Procedure: Deploying the SUSE Manager container with Podman using a
custom configuration file

1. Prepare a configuration file named mgradm. yaml similar to the following example:

2. From the terminal, as root, run the following command. Entering your server’ s FQDN is optional.
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You must deploy the container as sudo or root. The following error will be
displayed on the terminal if you miss this step.

o INF SettinEup uyuni network
9:58AM INF Enabling system service
9:58AM FTL Failed to open /etc/systemd/system/uyuni-server.service for
writing error="open /etc/systemd/system/uyuni-server.service:
permission denied"

3. Wait for deployment to complete.

4. Open a browser and proceed to your server’ s FQDN or IP address.

In this section you learned how to deploy an SUSE Manager '5.0' Server container using a custom YAML
configuration.

4.2. Starting and Stopping Containers

The SUSE Manager '5.0' Server container can be restarted, started, and stopped using the following
commands:

To restart the SUSE Manager '5.0' Server execute the following command:

# mgradm restart
5:23PM INF Welcome to mgradm
5:23PM INF Executing command: restart

To start the server execute the following command:

# mgradm start
5:21PM INF Welcome to mgradm
5:21PM INF Executing command: start

To stop the server execute the following command:

# mgradm stop
5:21PM INF Welcome to mgradm
5:21PM INF Executing command: stop

4.3. List of persistent storage volumes

Modifications performed within containers are not retained. Any alterations made outside of persistent
volumes will be discarded. Below is a list of persistent volumes for SUSE Manager '5.0'.

To customize the default volume locations, ensure you create the necessary volumes before launching
the pod for the first time, utilizing the podman volume create command.

o Ensure that this table aligns precisely with the volumes mapping outlined in both the
Helm chart and the systemctl services definitions.
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4.3. List of persistent storage volumes

The following volumes are stored under the Podman default storage location.

£ 13. Persistent Volumes: Podman Default Storage

Volume Name

Podman Storage

3R 14. Persistent Volumes: root

Volume Name

root

# 15. Persistent Volumes: var/
Volume Name

var-cobbler

var-salt

var-pgsql

var-cache

var-spacewalk

var-log

%% 16. Persistent Volumes: srv/
Volume Name

srv-salt

Srv-www

srv-tftpboot

srv-formulametadata

srv-pillar

srv-susemanager

srv-spacewalk

& 17. Persistent Volumes: etc/
Volume Name

etc-apache2

SUSEMEREgERMSI0! | 4.3. List of persistent storage volumes

Volume Directory

/var/lib/containers/storage/volumes/

Volume Directory

/root

Volume Directory
/var/lib/cobbler
/var/lib/salt
/var/1ib/pgsql
/var/cache
/var/spacewalk

/var/log

Volume Directory
/srv/salt

/srv/www/
/srv/tftpboot
/srv/formula_metadata
/srv/pillar
/srv/susemanager

/srv/spacewalk

Volume Directory

/etc/apache?
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Volume Name
etc-rhn
etc-systemd-multi
etc-systemd-sockets
etc-salt

etc-tomcat
etc-cobbler
etc-sysconfig

etc-tls

etc-postfix

ca-cert
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Volume Directory

/etc/rhn

/etc/systemd/system/multi-user.target.wants

/etc/systemd/system/sockets.target.wants

/ete/salt
/etc/tomcat
/etc/cobbler
/etc/sysconfig
/etc/pki/tls
/ete/postfix

/etc/pki/trust/anchors
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Chapter 5. GNU Free Documentation License

Copyright © 2000, 2001, 2002 Free Software Foundation, Inc. 51 Franklin St, Fifth Floor, Boston, MA
02110-1301 USA. Everyone is permitted to copy and distribute verbatim copies of this license document,
but changing itis not allowed.

0. PREAMBLE

The purpose of this License is to make a manual, textbook, or other functional and useful document
"free" in the sense of freedom: to assure everyone the effective freedom to copy and redistribute it, with
or without modifying it, either commercially or noncommercially. Secondarily, this License preserves for
the author and publisher a way to get credit for their work, while not being considered responsible for
modifications made by others.

This License is a kind of "copyleft", which means that derivative works of the document must
themselves be free in the same sense. It complements the GNU General Public License, which is a
copyleft license designed for free software.

We have designed this License in order to use it for manuals for free software, because free software
needs free documentation: a free program should come with manuals providing the same freedoms that
the software does. But this License is not limited to software manuals; it can be used for any textual
work, regardless of subject matter or whether it is published as a printed book. We recommend this
License principally for works whose purpose is instruction or reference.

1. APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work, in any medium, that contains a notice placed by the
copyright holder saying it can be distributed under the terms of this License. Such a notice grants a
world-wide, royalty-free license, unlimited in duration, to use that work under the conditions stated
herein. The "Document", below, refers to any such manual or work. Any member of the public is a
licensee, and is addressed as "you". You accept the license if you copy, modify or distribute the work in a
way requiring permission under copyright law.

A "Modified Version" of the Document means any work containing the Document or a portion of it, either
copied verbatim, or with modifications and/or translated into another language.

A "Secondary Section" is a named appendix or a front-matter section of the Document that deals
exclusively with the relationship of the publishers or authors of the Document to the Document’ s
overall subject (or to related matters) and contains nothing that could fall directly within that overall
subject. (Thus, if the Document is in part a textbook of mathematics, a Secondary Section may not
explain any mathematics.) The relationship could be a matter of historical connection with the subject
or with related matters, or of legal, commercial, philosophical, ethical or political position regarding
them.

The "Invariant Sections" are certain Secondary Sections whose titles are designated, as being those of
Invariant Sections, in the notice that says that the Document is released under this License. If a section
does not fit the above definition of Secondary then it is not allowed to be designated as Invariant. The
Document may contain zero Invariant Sections. If the Document does not identify any Invariant Sections
then there are none.
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The "Cover Texts" are certain short passages of text that are listed, as Front-Cover Texts or Back-Cover
Texts, in the notice that says that the Document is released under this License. A Front-Cover Text may
be at most 5 words, and a Back-Cover Text may be at most 25 words.

A "Transparent" copy of the Document means a machine-readable copy, represented in a format whose
specification is available to the general public, that is suitable for revising the document
straightforwardly with generic text editors or (for images composed of pixels) generic paint programs or
(for drawings) some widely available drawing editor, and that is suitable for input to text formatters or
for automatic translation to a variety of formats suitable for input to text formatters. A copy made in an
otherwise Transparent file format whose markup, or absence of markup, has been arranged to thwart or
discourage subsequent modification by readers is not Transparent. An image format is not Transparent
if used for any substantial amount of text. A copy that is not "Transparent" is called "Opaque".

Examples of suitable formats for Transparent copies include plain ASCII without markup, Texinfo input
format, LaTeX input format, SGML or XML using a publicly available DTD, and standard-conforming
simple HTML, PostScript or PDF designed for human modification. Examples of transparent image
formats include PNG, XCF and JPG. Opaque formats include proprietary formats that can be read and
edited only by proprietary word processors, SGML or XML for which the DTD and/or processing tools are
not generally available, and the machine-generated HTML, PostScript or PDF produced by some word
processors for output purposes only.

The "Title Page" means, for a printed book, the title page itself, plus such following pages as are needed
to hold, legibly, the material this License requires to appear in the title page. For works in formats which
do not have any title page as such, "Title Page" means the text near the most prominent appearance of
the work’ stitle, preceding the beginning of the body of the text.

A section "Entitled XYZ" means a named subunit of the Document whose title either is precisely XYZ or
contains XYZ in parentheses following text that translates XYZ in another language. (Here XYZ stands for
a specific section name mentioned below, such as "Acknowledgements", "Dedications",
"Endorsements", or "History".) To "Preserve the Title" of such a section when you modify the Document
means that it remains a section "Entitled XYZ" according to this definition.

The Document may include Warranty Disclaimers next to the notice which states that this License
applies to the Document. These Warranty Disclaimers are considered to be included by reference in this
License, but only as regards disclaiming warranties: any other implication that these Warranty
Disclaimers may have is void and has no effect on the meaning of this License.

2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or noncommercially,
provided that this License, the copyright notices, and the license notice saying this License applies to the
Document are reproduced in all copies, and that you add no other conditions whatsoever to those of
this License. You may not use technical measures to obstruct or control the reading or further copying of
the copies you make or distribute. However, you may accept compensation in exchange for copies. If
you distribute a large enough number of copies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may publicly display copies.

3. COPYING IN QUANTITY
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If you publish printed copies (or copies in media that commonly have printed covers) of the Document,
numbering more than 100, and the Document’ s license notice requires Cover Texts, you must enclose
the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts on the front
cover, and Back-Cover Texts on the back cover. Both covers must also clearly and legibly identify you as
the publisher of these copies. The front cover must present the full title with all words of the title equally
prominent and visible. You may add other material on the covers in addition. Copying with changes
limited to the covers, as long as they preserve the title of the Document and satisfy these conditions, can
be treated as verbatim copying in other respects.

If the required texts for either cover are too voluminous to fit legibly, you should put the first ones listed
(as many as fit reasonably) on the actual cover, and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more than 100, you must either
include a machine-readable Transparent copy along with each Opaque copy, or state in or with each
Opaque copy a computer-network location from which the general network-using public has access to
download using public-standard network protocols a complete Transparent copy of the Document, free
of added material. If you use the latter option, you must take reasonably prudent steps, when you begin
distribution of Opaque copies in quantity, to ensure that this Transparent copy will remain thus
accessible at the stated location until at least one year after the last time you distribute an Opaque copy
(directly or through your agents or retailers) of that edition to the public.

Itis requested, but not required, that you contact the authors of the Document well before redistributing
any large number of copies, to give them a chance to provide you with an updated version of the
Document.

4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions of sections 2 and
3 above, provided that you release the Modified Version under precisely this License, with the Modified
Version filling the role of the Document, thus licensing distribution and modification of the Modified
Version to whoever possesses a copy of it. In addition, you must do these things in the Modified Version:

A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document, and from
those of previous versions (which should, if there were any, be listed in the History section of the
Document). You may use the same title as a previous version if the original publisher of that version
gives permission.

B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of the
modifications in the Modified Version, together with at least five of the principal authors of the
Document (all of its principal authors, if it has fewer than five), unless they release you from this
requirement.

C. State on the Title page the name of the publisher of the Modified Version, as the publisher.
D. Preserve all the copyright notices of the Document.
E. Add an appropriate copyright notice for your modifications adjacent to the other copyright notices.

F. Include, immediately after the copyright notices, a license notice giving the public permission to use
the Modified Version under the terms of this License, in the form shown in the Addendum below.

G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts given in
the Document’ s license notice.
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H. Include an unaltered copy of this License.

l. Preserve the section Entitled "History", Preserve its Title, and add to it an item stating at least the
title, year, new authors, and publisher of the Modified Version as given on the Title Page. If there is
no section Entitled "History" in the Document, create one stating the title, year, authors, and
publisher of the Document as given on its Title Page, then add an item describing the Modified
Version as stated in the previous sentence.

J. Preserve the network location, if any, given in the Document for public access to a Transparent copy
of the Document, and likewise the network locations given in the Document for previous versions it
was based on. These may be placed in the "History" section. You may omit a network location for a
work that was published at least four years before the Document itself, or if the original publisher of
the version it refers to gives permission.

K. For any section Entitled "Acknowledgements" or "Dedications", Preserve the Title of the section,
and preserve in the section all the substance and tone of each of the contributor acknowledgements
and/or dedications given therein.

L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles. Section
numbers or the equivalent are not considered part of the section titles.

M. Delete any section Entitled "Endorsements". Such a section may not be included in the Modified
Version.

N. Do not retitle any existing section to be Entitled "Endorsements" or to conflict in title with any
Invariant Section.

O. Preserve any Warranty Disclaimers.

If the Modified Version includes new front-matter sections or appendices that qualify as Secondary
Sections and contain no material copied from the Document, you may at your option designate some or
all of these sections as invariant. To do this, add their titles to the list of Invariant Sections in the
Modified Version’ s license notice. These titles must be distinct from any other section titles.

You may add a section Entitled "Endorsements", provided it contains nothing but endorsements of your
Modified Version by various parties—for example, statements of peer review or that the text has been
approved by an organization as the authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as a
Back-Cover Text, to the end of the list of Cover Texts in the Modified Version. Only one passage of Front-
Cover Text and one of Back-Cover Text may be added by (or through arrangements made by) any one
entity. If the Document already includes a cover text for the same cover, previously added by you or by
arrangement made by the same entity you are acting on behalf of, you may not add another; but you
may replace the old one, on explicit permission from the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give permission to use their
names for publicity for or to assert or imply endorsement of any Modified Version.

5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this License, under the terms
defined in section 4 above for modified versions, provided that you include in the combination all of the
Invariant Sections of all of the original documents, unmodified, and list them all as Invariant Sections of
your combined work in its license notice, and that you preserve all their Warranty Disclaimers.
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The combined work need only contain one copy of this License, and multiple identical Invariant Sections
may be replaced with a single copy. If there are multiple Invariant Sections with the same name but
different contents, make the title of each such section unique by adding at the end of it, in parentheses,
the name of the original author or publisher of that section if known, or else a unique number. Make the
same adjustment to the section titles in the list of Invariant Sections in the license notice of the
combined work.

In the combination, you must combine any sections Entitled "History" in the various original documents,
forming one section Entitled "History"; likewise combine any sections Entitled "Acknowledgements",
and any sections Entitled "Dedications". You must delete all sections Entitled "Endorsements".

6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents released under this
License, and replace the individual copies of this License in the various documents with a single copy
that is included in the collection, provided that you follow the rules of this License for verbatim copying
of each of the documents in all other respects.

You may extract a single document from such a collection, and distribute it individually under this
License, provided you insert a copy of this License into the extracted document, and follow this License
in all other respects regarding verbatim copying of that document.

7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and independent documents or
works, in or on a volume of a storage or distribution medium, is called an "aggregate" if the copyright
resulting from the compilation is not used to limit the legal rights of the compilation’ s users beyond
what the individual works permit. When the Document is included in an aggregate, this License does not
apply to the other works in the aggregate which are not themselves derivative works of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the Document, then if the
Document is less than one half of the entire aggregate, the Document’ s Cover Texts may be placed on
covers that bracket the Document within the aggregate, or the electronic equivalent of covers if the
Document is in electronic form. Otherwise they must appear on printed covers that bracket the whole
aggregate.

8. TRANSLATION

Translation is considered a kind of modification, so you may distribute translations of the Document
under the terms of section 4. Replacing Invariant Sections with translations requires special permission
from their copyright holders, but you may include translations of some or all Invariant Sections in
addition to the original versions of these Invariant Sections. You may include a translation of this
License, and all the license notices in the Document, and any Warranty Disclaimers, provided that you
also include the original English version of this License and the original versions of those notices and
disclaimers. In case of a disagreement between the translation and the original version of this License or
a notice or disclaimer, the original version will prevail.

If a section in the Document is Entitled "Acknowledgements", "Dedications", or "History", the
requirement (section 4) to Preserve its Title (section 1) will typically require changing the actual title.
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9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly provided for
under this License. Any other attempt to copy, modify, sublicense or distribute the Document is void,
and will automatically terminate your rights under this License. However, parties who have received
copies, or rights, from you under this License will not have their licenses terminated so long as such
parties remain in full compliance.

10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free Documentation
License from time to time. Such new versions will be similar in spirit to the present version, but may

differ in detail to address new problems or concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the Document specifies that a
particular numbered version of this License "or any later version" applies to it, you have the option of
following the terms and conditions either of that specified version or of any later version that has been
published (not as a draft) by the Free Software Foundation. If the Document does not specify a version
number of this License, you may choose any version ever published (not as a draft) by the Free Software
Foundation.

ADDENDUM: How to use this License for your documents

Copyright (c) YEAR YOUR NAME.
Permission is granted to copy, distribute and/or modify this document
under the terms of the GNU Free Documentation License, Version 1.2
or any later version published by the Free Software Foundation;
with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts.
A copy of the license is included in the section entitled "GNU
Free Documentation License".
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